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 The decision support systems approach can be developed into both 

computer-based and quantitative analysis tools. This research uses a model 

test with a confirmatory factor analysis (CFA) technique on matrix 

covariance against structural equation modelling (SEM) methods to measure 

financial ratios. Decision support system (DSS) analysis uses numerical 

calculations aided by mathematical models through six phases. The first three 

phases of a structured approach to building multivariate models and the next 

three phases, namely estimation, interpretation, and validation, are 

developing from data input that has been selected using LISREL version 

8.72. The financial ratio’s testing model with a CFA approach derived into a 

mathematical (quantitative) model can explain the complexity of the 

relationship between the goodness-of-fit models (GOF) with a different 

approach from prior research. The goodness-of-fit test results in this study 

produced scores on each of the financial ratio measurement models at an 

accuracy level of CR of 78.49, TATO of 1.26, DER of 41.41, ROA of minus 

0.033, and PBV of 540.92. This means that PBV has the highest standardized 

loading factors to determine the measurement of financial ratios. The CFA 

measurement based on SEM can be used to make appropriate decisions and 

combine a model comparison and redevelopment of the CFA technique and 

model testing with other software such as SPSS, PLS, AMOS, and others. 
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1. INTRODUCTION 

Decision support systems (DSS) approach can be developed into approaches or methods, both 

computer-based systems or by developing methods or standards for quantitative analysis tools. This function 

can be used to solve problems in making semi and unstructured decisions. According to Sharda, Delen, and 

Turban [1], that these key DSS abilities and characteristics permit decision-makers to make better, further 

orderly decisions promptly. Modeling implies transfiguring the real-world hassle into a relevant prototype 

structure (model); Turban et al. argue that mathematical model is one of the approaches derived from scientific 

management processes to describe a real-world problem with prototypes and algebraic expressions so that 

modeling solutions can be solved using fast and efficient approaches [2]. The classical statistical approach has 

focused on predicting observations through quantitative analysis, in particular, mathematical modeling based 

on the relationship of factors. [3]. Factor analysis is a statistical approach with a dual variable inspection 

technique that determines the main components and manifests the interrelations among variables. According 

https://creativecommons.org/licenses/by-sa/4.0/
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to Hair et al., factor analysis has the main objective to discover a scheme designate the output carried in the 

quantity of the native variables inside a recent information assemblage of refine [4]. Furthermore, to carry out 

a confirmatory factor analysis, it can use raw data as input data in the form of covariant matrices or 

temporary correlation matrices to confirm the factor must first define latent constituents because these factors 

cannot be measured directly but through indicators or measurements that represent the construct [5]. 

Several recent studies [6]-[9] have suggested that this research is a multivariate model using the 

Pair-Copula approach that functions of two variables simultaneously using a hierarchical model construct, 

bivariate copulae, and copula models (R-vine). Conditioning using simple building blocks, then canonical 

vine copulas involving both observed and latent variables allows tail, asymmetric, and non-linear 

dependence. Using a goodness-of-fit index for the least-squares modeling to simulate and compare the index 

with the model fit in the structural equation model and also a new goodness-of-fit approach of simulation R-

vine specifications. According to Henseler and Sarstedt, the results can validate how well a model explains 

data differences [10]. The model, structural equation modelling (SEM), with maximum likelihood estimation 

(MLE) approach according to with standard error (SE) operates a model specification test and information 

matrix with the likelihood ratio (LR) statistic from Alberto Maydeu-Olivares research, these finding that is 

optimizing the SE's calculated in concern a mean-and variance alter LR script statistic for the look ahead to 

information matrix [11]. The customer satisfaction model of leasing enterprise users to entail 50 respondents 

of the tempt a sample in conjunction with the purpose of Pilai, Lambda, F, and Wilk’s test with the assist of 

SPSS from Rizkiana and Hendikawati research, these findings that three-factor of discriminant analysis far 

side of the z-score proceeds of the attestation which appeared the precision score of the model which 

somewhat upper at 54 percent [12]. 

The use of covariance-based simulation models involves 95 percent confidence intervals with 

sample n=100 use dependent variables in pairs in determining covariances, such as the Vale–Maurelli 

approach that focuses on identifying and improving skewness scores and univariate kurtosis with covariance 

structures from Grønneberg and Foldnes research, these findings that when covariance is weakly correlated, 

results based on the method other simulations will potentially give similar results [13]. Computational 

cognitive engineering model compares differences in models through criteria based on predictive 

performance and generative models to see feasibility and simulations with a cognitive scientific approach 

from Palminteri et al., research. The results of computational engineering models can assist in realizing the 

mechanisms that manage thoughts and behavior to the other side of the generation of algorithms in the 

reproduction of the impact of cognitive aspects viz. one's behavior [14]. Botes et al. argue that arranged 

decision support systems to get a meter of backdated energy efficiency modeling options objectively operated 

to assist in the process of consideration in the decision-making using the weighted-sum method. These 

findings of the financial comparison appeared that section 12L tax incentive of the monetary worth of the 

ascendancy amount of 10 percent also 33 percent if no medium were on hand to obtain the last model [15]. 

Shkeer and Awang argue that the Marketing Information System set up with a factor analysis study involving 

100 respondents through KMO and Bartlett's test and component matrices from each item and internal 

reliability to measure instruments in the decision-making process resulting ineffectiveness in measuring 

marketing decision support systems [16]. T. Husain and Maulana Ardhiansyah argue that the simulation 

model of Financial Ratio can explain the comparison of the integrated model testing with DSS a particular 

statistical approach, i.e., Pair-Sample T-Test [17]. 

In the present study, the mathematical modeling based on the relationship of factors through CFA 

technique and SEM methods uses to confirm whether the construct tested has a standardized loading factor 

(SLF) score that meets the requirements for decision-making. This study uses a different approach from prior 

studies, where factor analysis based on SEM has not been used in previous studies. This model is considered 

powerful, which can explain the model's assessment through the stages of the SLF and goodness-of-fit (GoF) 

test. The option of research subjects is driven by a few studies of the CFA technique test based on the 

decision support system approach in the research of social science categories in Indonesia. The previous 

research is still limited and dominated by research on the exact or mathematical science studies related to 

DSS. 

Therefore, the importance of this research is to provide ideas to specify and test the model in a new 

framework for future research for a researcher. However, the current study tries to another focus, where 

covariance values through the CFA technique serve as a guide in developing a model DSS. The research aims 

to adapt the framework for focusing on secondary data, i.e., the release of the Indonesian stock exchange 

(IDX) which companies that conduct initial public offerings (IPO) as fifty-five new issuer's in 2019 by 

adding data from the previous year's, in 2018 [18], who have met the requirements for using the maximum 

likelihood estimation (MLE) technique in SEM. 
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2. RESEARCH METHOD 

This study uses an interdependent method that aims to reduce the original variables to be analyzed. 

The information used is still owned and developed, and it is known as an abstract concept [19]. DSS analysis 

utilizing numeral calculations assisted with arithmetic calculation or other quantitative models that can be 

expanded with a covariance matrix analysis approach with modeling. The developed paradigm consists of six 

stages. The first three stages of the structured approach are to construct a multivariate model. The next three 

stages are to estimate, interpret, and validate the factor model. These are additional steps to assist in selecting 

substitute variables, computational factor scores, or creating summary scales, for application to other 

multivariate techniques [4]. Table 1 is showing the definition and measurement model, Figure 1 is showing 

the framework of CFA using quantitative model and DSS approach and Table 2 is showing characteristic of 

fit indices. 

 

 

Table 1. The definition and measurement model [20] 
Definition Measurement 

Liquidity Ratios is appeared a firm's 

liquidity in giving short-range 
obligations or indebtedness that is 

scheduled. 

CR =
𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐴𝑠𝑠𝑒𝑡𝑠

𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝐿𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑖𝑒𝑠
  

Activity Ratio's are used to measure one 

of the efficiencies which the firm using 

an asset to generate sales 
TATO =

𝑁𝑒𝑡 𝑆𝑎𝑙𝑒𝑠

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠
 

Debt ratios are used to measure one of 

the enlargements of risk and return 

through the use of fixed cost financing 

DER=
𝑇𝑜𝑡𝑎𝑙 𝐷𝑒𝑏𝑡

𝑆ℎ𝑎𝑟𝑒ℎ𝑜𝑙𝑑𝑒𝑟𝑠′𝐸𝑞𝑢𝑖𝑡𝑦
 

Profitability Ratio's are used to measure 

one of the effectiveness levels of 

management in yielding profits 

ROA=
𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒

𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠
 

Market share ratios which are used to 

enumerate the contemporary share price, 

to special accounting values 

PER=
𝑀𝑃 𝑝𝑒𝑟 𝑆ℎ𝑎𝑟𝑒𝑠 𝑜𝑓 𝐶/𝑆

𝐸𝑎𝑟𝑛𝑖𝑛𝑔𝑠 𝑝𝑒𝑟 𝑆ℎ𝑎𝑟𝑒
 

 

 

Financial ratios modeling with matrix covariance approach is compute as: 

 

R =   +  1 (1) 

 

TATO =   +  2 (2) 

 

DER =   +  3 (3) 

 

ROA =   +  4 (4) 

 

PER =   +  5 (5) 

 

Model estimation, interpretation, and validation are developing from data input that has been 

selected using LISREL version 8.72. This research uses a maximum likelihood estimation (MLE) technique, 

which requires ranges from 50-200 data observations. This research's objective invite involves a 

mathematical simulation model using data mining and structural equation modeling (SEM). 

Several guidelines were used to assess the suitability index based on the research model with 

separate sample sizes, model changes, and error rates in model specifications to identify the various 

suitability indices [4]. If the developed model has a reasonable error approximate to resolve whether the 

model can produce the measurement output further tested or return to the previous phase [21]. 
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Figure 1. The framework of CFA using quantitative model and DSS approach [3], [4], [20] 

 

 

Table 2. Characteristic of fit indices 
Number of Stat. (Observe 

variables - m) = 12 

Index Cut off values based on model 

characteristics 

2 Insignificant p-values predicted 

CFI / TLI 0.97 or preferable 

RNI May not diagnose misspecification well 

SRMR Biased upward, use more indices 

The RMSEA Worth < 0.08 by CFI = 0.97 or higher 

 

 

3. RESULTS AND ANALYSIS 

3.1. Data summarization, identifying structures and data reductions 

The purpose of summarizing data in defining several specific factors is to achieve the representation 

of many constructs. This summarization process explores the combination of structures that have been 

defined in the measurement of the interrelationships between factors that allow for the specification of a 

small number of dimensions (factors) that illustrate part of the genuine variable. Data reduction also depends 

on factor loading but for identifying factors for further analysis with other techniques or forming estimations 

of themselves (factor scores or addition scales), which then restore the genuine variables after the analysis 

phase. This study uses five financial ratio measurement factors consists of CR, TATO, DER, ROA, and PER 

(proxy) obtained from prospectus reports and financial statements of fifty-five IPO companies in 2019 and 

reduced by two company so that the observation data that meet the subset of representative variables in this 

phase is 53 x 2 years of observation. 

 

3.2. Designing a factor analysis model 

Factor analysis is designed as a basis for calculating data input and classification, for the grouping 

of observational data, measurement properties, and variables, as well as using the sample size requirements 

needed to analyze decision-making. The sample calculation in the previous phase was 106 data observations 

that have fulfilled the requirements in the estimation technique based on maximum likelihood estimation 

(MLE). Furthermore, consideration of these components' selection was conceptualized into a model with a 

confirmatory factor analysis (CFA) technique. Figure 2 is showing path diagram: initial model. 
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Figure 2. Path diagram: initial model 

 

 

3.3. Model specification and interpreting 

Model specifications designed in the path diagram are converted into covariance matrix equation 

structures consisting of: 

λ = covariance matrix between loading indicators of a factor 

 = the construct of each factor 

 = measurement error of each factor 

The estimated models in this study were tested using the LISREL version 8.72 software. The model 

specification starts with the item validity test (indicator) to confirm a factor load standard with the provisions 

that if the t-value>t-critical or standardized loading factors (SLF) value was more than 0.5, then the indicator 

is declared valid or vice versa. Next, an evaluation of factor criteria carried out with an estimated model 

based on three measurement criteria, consists of absolute, incremental, and parsimonious fit measures 

(overall model fit) or known as goodness-of-fit statistics (GOF). 

 

3.4. Validation/deployment model 

The evaluation stage is executed pass two sub-tests i.e., 

− Standardized loading factors 

CR =  0.27FR + 78,49  

TATO =  −0.055FR + 1,26 

DER =  0.29FR + 41,41 

ROA =  0.22FR − 0,033 

PBV = −1.65FR + 540,92 

Financial Ratio's gives a very impact on the accuracy of each measurement, including CR of 78.49, 

TATO of 1.26, DER of 41.41, ROA of only minus 0.03, and PBV of 540.92. This means that PBV has the 

highest standardized loading factors to determine the measurement of Financial Ratio's. Figure 3 is showing 

path diagram: measurement model. 

 

 

 
 

Figure 3. Path diagram: measurement model 
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− Goodness-of-fit statistics (GoF) 

Chi-square test produces a score of 1.10 with a p-value of 0.95405. The CFI/TLI test yields a score 

of -8.82, which means it shows poor-fit. A standardized RMR 0.026 with an RMSEA of 0.00 results in a 

close-fit index. GFI and AGFI values of 1.00 also produce a close-fit index. 

 

3.5. Analysis 

The CFA technique is operated to prove the accuracy of the model development value in this 

research through summarization, design, specification, and validation stages on the DSS approach passed 

down inside statistical in SEM with financial ratio's objects. These illustrations explain that designing a path 

diagram for measurement properties and detecting errors in the use of measurements at an early stage. 

Hereafter, it specifies the design for the next stages to convert into a covariance matrix to interpret a 

forwarding decision-making model. In this research, the CFA technique using or known as first-order 

confirmatory in SEM used to see which measurements meet the factor load requirements. If the value is more 

than 0.5, then the measurement is considered valid or vice versa. Furthermore, goodness-of-fit (GoF) was 

executed based on the three criteria above to assess whether the model proposed in this study could be 

continued at the deployment stage or not. If it does not meet the model suitability assessment criteria index, 

then a re-specification or modification indices step can be made through a recommendation from the output 

when using the LISREL Version 8.72 application with change the initial syntax by correlating a pair of 

values between error variances. This finding presents the value of RMSEA as a basis for decision making to 

validate the model, which requires a value of less than 0.08. 

Several studies show findings with each approach to answer research problems, such as the Pair-

Copula approach by a hierarchical model construct with assessment through observed and latent variables 

[6]-[8]. The same is the case with the usage of GoF to explain a model; however, it uses an approach to 

partial least squares path modeling and also Kendall's-T copula model (R-vine) [10], [9] while this research 

uses a CFA technique and also adopted by the MLE approach but in this study did not calculated with 

variance alter LR and a mean test statistic [11]. Moreover, according to determine the significance of the 

function discriminant and testing average difference between several groups, this is also the same at the 

specification stage for testing the quality of the proposed measurement instrument [12], while this research 

uses an SLF confirmatory technique. 

Covariance models with vine to anything (ViTA) were developed based on a multivariate 

distribution known as the R-Vines concept with high-level control specifically for the need data with non-

normality multivariate through the skewness and kurtosis score [13], while this research uses a GoF score 

viewed based on clause greater than 0.5 (p-values; Chi-Square score). With computational cognitive 

modeling, expectant models' simulation is obligatory to counterfeit the models and support definite cognitive 

function claims. However, they overlooked their predictive performance [14], while this research uses a 

CFI/TLI test yield score that is -8,82 viewed based on clause greater than 0.97 so it's very different from that 

clause. A systematic DSS as evaluation ingredient modeling as a base for decision-making used to a 

weighted-sum method to pick a final model which uses the monetary worth of the Section 12L tax incentive 

factor with a score between 0.1 to 0.33 [15], while in this research uses an RMR score that is 0.026 viewed 

based on a clause that meets the requirements is less than same with 0.08. The construct of marketing DSS 

with exploratory factor analysis (EFA) and KMO and Bartlett's test with yield valid and reliable instrument 

which is similar to this research looking at Chi-Square score and p-values [16], while pair-sample T-test with 

a yield of normality and Levene's test is evaluation and assessment of the model with the DSS approach as a 

comparative study [17]. Based on the above analysis, the CFA measurement on an SEM basis is considered 

to answer or represent the accuracy of several results of previous studies. DSS abilities permit decision-

makers to make preferable, orderly decisions promptly if conjointed with CFA measurement for specification 

modeling. 

 

 

4. CONCLUSION 

The financial ratio testing model with a CFA approach attain into a mathematical (quantitative) 

model can describe the complexity of the link betwixt the goodness-of-fit model (GOF). The determination 

of the number of samples ranging from 50-200 is suitable using the maximum likelihood estimation (MLE) 

technique. Chi-square statistics (χ2) of 1.10 with a p-value greater than 0.5 and the RMSEA score that shows 

a model that meets the close-fit criteria is the basis or reference that the model does not need to be carried out 

re-specification or improvement. The goodness-of-fit test results in this study produced scores on each of the 

financial ratio measurement models at an accuracy level of CR of 78.49, TATO of 1.26, DER of 41.41, ROA 

of minus 0.033, and PBV of 540.92. This means that PBV has the highest standardized loading factors to 

determine the measurement of Financial Ratio's. 
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The measurement of CFA based on SEM can be used as a consideration in making appropriate 

decisions. This research proposes practical resolves for hereafter investigation that integrate consolidate a 

model appeal and redevelopment of the CFA so that model testing can be useful for the denomination of how 

well another path model can describe distinct sets of data and use other software such as SPSS, PLS, AMOS, 

and others. 
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