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 Through the hype in digital marketing and the continuous increase in volume 

and velocity of opinions about an organization’s brands, churn prediction 

now requires advanced analytics in opinion mining for effective customer 

behavioral management beyond keywords sentiment analysis (SA). Earlier, 

by analyzing customers’ opinions using SA models, the extracted positive-

negative polarity is used to classify customers as churners or non-churner. In 

those methods, the impact of word order, context, and the inherent semantics 

of the clustered opinion set were oftentimes overlooked. However, with the 

consistent creation of new words with new meanings mapped to existing 

words on the web, the research extended the fuzzy support vector model 

(FSVM) to show that the dependency distance between the headword, its 

dependent, and tail word can be weighted by using information content 

derived from a corpus to generate four-classed social opinion categories as a 

strongly positive, positive, negative, and strong negative. These opinion 

classes formed the basis for the churn category as a premium customer, 

Inertia customer potential churner, and churner in customer behavioral 

management. In performance evaluation, aside from engendering quadrupled 

churn class against the existing churn binary pattern, better accuracy, 

precision, and recall values were obtained when compared with existing SA 

works in support vector machine and fuzzy support vector machine (FSVM), 

respectively.  
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1. INTRODUCTION 

In the modern era, the web has become a digital community where different people from different 

socio-cultural backgrounds and intellectual abilities meet to discuss, argue, criticize, and/or contribute among 

others to the communities knowledge bank and economic policy [1]. In truth, the digital community initiative 

has changed serval perspectives through which people reason, act and react especially on social issues. While 

products and services marketing has gone beyond physical word of mouth to a revolutionized system, the 

predominant online interaction through social media has now become an effective customer acquisition and 

retention tool in social network analysis (SNA) [2]. No doubt, the social behavior of customers can influence 

members of his/her community network. Thus, customer churn remains an instance of user behavior in 

customer relationship management (CRM) through transactional and/or social network analytics. Goal-driven 

organizations, especially subscriber-based companies as a necessity try to predict churn to aid proper 

decision support. Churn, which is used to describe the cessation of a contract, is derived from the words, 
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change and turn [3]. Among other sectors like bank, game, and employment management, churn prediction 

remains an important research focus in telecommunication [4]. Churn prediction is more important in 

telecoms because of the daily growth in the subscription base, competitors’ strategies of introducing 

incentives (promo) to attract and accommodate new customers, and large capital based among others [5]. 

Research work has indicated that it cost 5–6 times efforts to acquire a new customer than to retain an existing 

one. Thus, opinion mining, semantic analysis, and other machine learning (ML) models have become critical 

tools for churn prediction. While the opinion mining method focuses more on identifying positive and 

negative words expressed in the feelings of a user, semantic analysis deals with the meaning of terms in an 

expression within a context [6].  

However, these methods do not harness the contributions of each word, arrangement, and 

interdependent relationships that existed between words in a sentence, paragraph, or document for opinion 

mining. The existing word-independent approaches in opinion mining oftentimes neglect the context of 

expression, which has become more important in recent times due to the varieties of meanings attached to 

words and growth in the digital content space. Thus, the goal of the research is to identify and show that the 

dependent relationship between headwords and their tail equivalents in a sentence can be used to preserve the 

context of an expression in opinion mining. Here, the impacts of word polarity in a sentence, and its 

distinctive contributions to the meaning of the sentence are weighted to obtain better sentiment and semantic 

values of a sentence in opinion mining. Hence, a word order contextual semantics approach is developed to 

extend the fuzzy support vector machine (FSVM) approach to sentiment analysis (SA). The essence is to 

effectively analyze customers’ opinions on products and brands for a subscriber-based organization towards 

effective customer behavior management. Therefore, in section 2, a review of existing customer behavioral 

models through SA is discussed. In section 3, the developed word order contextual semantic approach and 

algorithm are presented while sample experiments, evaluations, and results of the research are discussed in 

section 4 before the research was concluded in section 5. 

 

 

2. CUSTOMER BEHAVIOUR MANAGEMENT THROUGH SENTIMENT ANALYSIS 

With increasing competitiveness among organizations in acquiring and retaining customers, the 

study of customer activities, otherwise known as customer behavior in association with the purchase or 

services of an individual, or group of people has become an essential factor to aid decision support in CRM. 

While customer behavior is an inter-disciplinary social science, it also studies how attitudes, emotions, and 

inclinations determine the behavior of a customer towards a service provider. Many of the customer’s 

attitudes are embedded in expressed opinions, actions, and reactions to the organization’s purchase among 

others. For instance, telecommunication [7], used ML techniques to predict customer behavior for post-paid 

subscribers since the behavior of a customer toward a service provider, determines the organization’s churn 

value.  

Consequently, social websites have provided an unrestricted environment that offers consumers 

access to product information with a voice to express supporting or counter feelings as such. This, without 

doubt, can facilitate customers’ purchase decisions [8]. But in more recent times, SA has been used in 

accessing data for product review, movie assessment, trend prediction, medical issues, sports comments, and 

political issues among others. Examples of popular social media platforms include Blogs, YouTube, 

MySpace, and Facebook [9]. Based on wider acceptance, availability, and convenience, Twitter, has 

continued to be a top-rising online social network [10]. It enhances users to express their opinion in short text 

messages that are not more than 140 characters. Thus, by ML [11] and lexicon-based methodologies [12], SA 

has been used on tweets for customer behavioral analysis in CRM.  

Although, there are three predominantly classification levels for sentiment analysis; document 

aspect, sentence levels, and [13]. The latter two classes are commonly used for SA in CRM. While sentence-

level classification focuses on the voiced sentiment in a sentence, the aspect-level classification goal is to 

classify sentiments in line with the specific aspects of the entities. By these approaches, SA techniques are 

applied to different kinds of texts; from blogs [14] to novels [15], newspaper headlines [16], and tweets. In 

some of the reviewed works on SA, [17] presented a system for objective, positive and negative classification 

of tweets. Through the corpus, an opinion classifier built on the multinomial Naive Bayes process using 

features like Ngram and part of speech (POS-tags) was utilized. However, since it has tweets with only 

emoticons, the efficiency of the adopted training set was not guaranteed. Also, a fuzzy domain sentiment 

ontology tree for SA was developed by [18] while a sentiment fuzzy classification algorithm [19] with POS 

tags was used on a dataset that contains movie reviews to improve the accuracy of the classification. [20], 

due to infrequent words available via Twitter, developed the use of microblogging features like emoticons, 

punctuations, re-tweets, replies, and hashtags, instead of using n-grams. Through this, the classification of the 

sentiment accuracy was enhanced by 2.2% when equated to unigrams training via SVM. Furthermore, to 
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perform a distinct classification task, [21] uses dictionaries of negative and positive polarized words, while 

[12] combined a Naïve Bayes classifier alongside a lexicon-based method to break tweets into negative, 

neutral positive respectively. However, many of the ML tactics for detecting the polarity of an opinion still 

works as domain-specific and temporally dependent [22] while an introduced error via automatic labeling of 

training data continues to affect the classifiers’ performance [23]. Since subjective opinion contains 

significant bias, a fuzzified support vector approach was used by [24] to ascertain the bias in text and 

reclassify opinions into dissimilar grades of positive and negative classes by fuzzy membership extension on 

a SVM. This model accommodated inherent ambiguity in spoken words for better SA results. To generate a 

more optimal solution especially in customer behavioral management, word order is introduced in this 

research on FSVM for better SA. Therefore, in section 3, the research subject is discussed.  

 

 

3. PROPOSED WORD ORDER CONTEXTUAL SEMANTIC FOR OPINION MINING 

In determining customers’ behavior from expressed opinion, beyond sentiment analysis, the 

semantic analysis of sentences remains very significant. Thus, to decide the existence of semantic relation 

between two words, the developed method exploits the inherent connections between words by using 

dependency parsing to obtain words' semantic relationships. Here, both terms and syntactic words are 

considered before extracting available sentiments with the influence of word order on various tweets with 

respect to the context under consideration. Initially, the dependency relations between terms in 𝑤𝑠 is extracted 

before finding the cosine similarity of these terms in 𝑤𝑠. Later, a semantic word order vector score was obtained 

for each expression in the training set. Therefore, in Algorithm Listing 1, the depending parsing algorithm is 

presented. 

 

 

Algorithm listing 1. Dependency relation 

Input: Let 𝑡𝑖 be the text that holds plain terms such that 𝑡𝑖 = {𝑤0, 𝑤1, 𝑤2, 𝑤3, … … … … . . 𝑤𝑛 } 

Output = Set of concept labels where 𝐶𝑙𝑏 = {𝑐1, 𝑐2, 𝑐3, … … … … . 𝑐𝑛} 
 

1. Let R = {𝑟1, 𝑟2, 𝑟3, … … … . 𝑟𝑛} denote a finite set of functional relations between text 

2. Let DG denote the dependency graph where DG = <H, RM> such that 

3. H = 𝑡𝑖 (set of node to represent the head) 

4. RM denotes a set of labelled directed arcs to represent the child where;  

5. 𝑅𝑀 ⊆ 𝐻 × 𝑅 × 𝐻 
6. For every 𝑡𝑖 

7. < 𝑤𝑖, 𝑅, 𝑤𝑗 >∈  RM represents an arc from the head 𝑤𝑖 to the dependent 𝑤𝑗  labelled with the 
relation R. Thus 

8. if < 𝑤𝑖, 𝑟, 𝑤𝑗 >∈  RM then  

9. < 𝑤𝑥, 𝑟′, 𝑤𝑗 >∉ 𝑅𝑀 for all 𝑥 ≠ 𝑖  

10. elseif < 𝑤𝑖, 𝑟, 𝑤𝑗 >∈  RM then 

11. < 𝑤𝑖, 𝑟′, 𝑤𝑗 >∉ 𝑅𝑀 for all 𝑟′ ≠ 𝑟 

12. else output Subj{𝑤𝑖 to 𝑤𝑛 }, pred{𝑤𝑖 to 𝑤𝑛 }, obj {𝑤𝑖 to 𝑤𝑛 } 

 

 

Algorithm listing 2. Churn opinion behavioral analysis 

Input: 1 to n conversation cluster. 

Output: Churn behavioral class and intelligent concept 
 
1. Let D = Lexical Database (here, the sentiWordnet) 

2. Let 𝑆𝐶𝑇𝑖) = Current clustered contextual conversation that contains 𝑒𝑖 

3. while (type (𝑆𝐶𝑇𝑖) !=end) do 

4. For every indexed tweets 𝑒𝑖 in 𝑆𝐶𝑇𝑖 

5. Let 𝑤𝑠 = word set, where 𝑤𝑠 is a set of terms, 𝑡1….. 𝑡𝑛 in the input variable 𝑒𝑖 

6. Identify trigger terms to obtain equivalent senti score 𝑡𝑠𝑝 in D 

7. Apply FMSVM on 𝑤𝑠 

8. Extract dependency relations between the terms in 𝑤𝑠  

9. Measure the word order contextual semantics of 𝑒𝑖   

10. Output 𝑒𝑖 sentiment Analysis class 

11. Output 𝑒𝑖 word order Contextual semantic class 

12. Match the outputs in step 10 & 11 to a single equivalence 

13. End for 

14. End While 
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While 𝑆𝑇𝑖  is the set of all words in 𝐶𝑖 [25], and FMSVM is a fuzzy membership support vector model 

[24]. From Algorithm listing 1, as different sentences with inherent words gives different meanings, no 

doubt, to obtain a near accurate semantic, the order of such; unlike with existing semantic analysis system is 

very important. Thus, to achieve the behavioral analysis of each tweet in a cluster, the entire tweet as an 

opinion is mined to obtain its sentiment and semantics with the influence of word order. This procedure is 

presented in Algorithm listing 2 

 

 

4. EXPERIMENTS AND EVALUATION 

Through the Twitter streaming application programming interfaces (API), a dataset of 65,315 

opinions, with 62,050 tweets having at least an adjective was clustered through keyword search and text 

streaming on a telecom organization’s product, brand, promotions, and other service information. The tweets 

were pre-processed and redundant data like emotion icons, RT tweets, URLs, and replicated characters were 

removed. For better analysis, first, the clustered tweets were tokenized and stemmed. Then, the features that 

define the terms were extracted using the natural language toolkit (NLTK). Consequently, from the obtained 

clustered dataset, all the POS-labelled words, which corresponded to the seed lexicon are tagged with respect 

to the lexicon’s polarities using SentiWordNet 3.0.  

Here, the results of classified opinion with word order influence on fuzzy support vector model are 

presented in Table 1, later a comparative evaluation between word order fuzzy support vector model 

(WOFSVM), fuzzy support model, and support vector model is presented in Tables 2 and 3 respectively.  

Thus, how many unique customers contributed to each category of opinion classification? In the 

sequel to equivalence, the following number of customers as presented in Table 5 are obtained for each class 

of options via a unique customer identity. In all, 75.2% of unique customers are responsible for the 65315-

clustered opinions. While 1.9% of opinions are neutral for WOFSVM, 2% and 2.2 % are neutral for FSVM 

and SVM respectively. From the experiments, the WOFSVM performed better than the FSVM and SVM 

respectively. 

 

 

Table 1. Opinion classification with WOFSVM 
Opinion class Average percentage cluster Total number of opinions per class 

Strong Positive 9 5879 

Positive 14 9144 
Neutral 2 1306 

Negative 22 14369 

Strong Negative 53 34617 

 

 

Table 2. FSVM opinion classification 
Opinion class Average percentage cluster Total number of opinions per class 

Strong Positive 18 11757 

Positive 13 8491 
Neutral 2 1306 

Negative 21 13716 

Strong Negative 46 30045 

 

 

Table 3. WOFSVM on opinion mining 
Approach Accuracy (%) Precision (%) Recall (%) 

WOFSVM 84.23 83.17 85.20 

 

 

Table 4. Percentage performance difference (WOFSVM VS (FSVM and SVM)) 
Method Accuracy (%) Precision (%) Recall (%) 

FSVM 2.49 2.63 2.78 

SVM 14.92 11.52 14.53 

 

 

Table 5 Total number of customers 
Churn class SVM (%) FSVM (%) WOFSVM (%) 

Premium Customer 8.1 5.6 4.7 

Inertia Customer 7.9 7.4 7.2 

Potential Churner 24.3 25.6 23.7 

Churner  32.7 34.6 37.7 
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5. CONCLUSION 

Beyond SA in the opinion mining is to also pinpoint the semantics of a word in a sentence. Now 

with the influence of word order, this research has shown that word components can be weighted by using 

information content derived from a corpus to generate four-classed social opinions class Strong Positive, 

Positive, Negative, and Strong Negative. This opinion classification was later used to define the new 

categories of churn i.e. Premium Customer, Inertia Customer. Potential Churner and Churner towards 

effective decision support for customer behavior management.  
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