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 Agarwood oil is well known for its unique scent and has many usages; as an 

incense, as ingredient in perfume, is burnt during religious ceremonies and is 

used in traditional medical preparation. Therefore, agarwood oil has high 

demand and is traded at different price based on its quality. Basically, the oil 

quality is classified by using physical properties (odor and color) and this 

technique has several problems: not consistent in term of accuracy. Thus, this 

study presented a new technique to classify the quality of agarwood oil based 

on chemical properties. The work focused on the k-nearest neighbor (k-NN) 

modelling by varying Mahalanobis and correlation in distance metric for 

agarwood oil quality classification. It involved of 96 samples of agarwood oil, 

data pre-processing (data randomization, data normalization, and data division 

to testing and training datasets) and the development of k-NN model. The 

training dataset is used to train the k-NN model, and the testing dataset is used 

to test the developed model. During the model development, Mahalanobis and 

correlation are varied in k-NN distance metric. The k-NN values are ranging 

from 1 to 10. Several performance criteria including resubstitution error 

(closs), cross-validation error (kloss) and accuracy were applied to measure 

the performance of the built k-NN model. All the analytical work was 

performed via MATLAB software version R2020a. The result showed that the 

accuracy of Mahalanobis distance metric has a better performance compared 

to correlation from k = 1 to k = 5 with the value of 100.00%. This finding is 

important as it proved the capabilities of k-NN modelling in classifying the 

agarwood oil quality. Not limited to that, it also contributed to the agarwood 

oil research area as well as its industry. 
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1. INTRODUCTION 

Agarwood, also called ‘Gaharu’, is a resin-impregnated, fragrant, and highly valuable heartwood 

found in Aquilaria plants [1], [2]. Agarwood oil refers to the oil extracted from agarwood trees. Agarwood oil 

has been used in a wide variety of usages including as an incense, in perfumery ingredients, been burned during 

religious ceremonies and been used in traditional medicinal preparations [3]. The agarwood (known as 

https://creativecommons.org/licenses/by-sa/4.0/
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‘kalambak’) is used in traditional Malay medicinal preparation to treat various illnesses such as fatigue, 

stomach or chest pain, oedema, as a tonic for men and women and postpartum medicine [4]. 

Researchers found that there are different qualities of agarwood oil [5]. This quality reflects the price 

of the oil traded in the market. High quality is sold at high price and low quality is sold at low price [5]. 

Currently, people use their experiences in identify the quality of agarwood oil based on its physical properties 

such as color and odor. Dark color and long-lasting scent are considered as high quality and been sold at a 

premium price. A high-quality oil usually cost between USD126 and USD633 per tola (12 ml) [6]. At the same 

time, wood prices are USD19 per kg for low quality and USD100,000 per kg for superior quality [6], [7].  

The difference of agarwood oil quality is due to different chemical compounds exist in the oil. 

Researchers from Japan discovered several chemical compounds appear in high quality of agarwood oil such 

as β-agarofuran, α-agarofuran, γ-eudesmol and 10-epi-γ-eudesmol [8]. On the other hand, longifolol and 

hexadecanol usually are synonym to the low quality of agarwood oil [9]. 

There is a recommendation for the agarwood oil to be graded based on its chemical properties due to 

the limitations presence when the oil is grading based on its physical properties [10]. The limitations are human 

eye and nose cannot deal with a bulk sample of oil in one time. Then, it resulted to a non-consistent grading. 

Not limited to that the result of grading based on human sensory panel also varies due to different expertise 

and experiences [11]. Subjectivity, low reproducibility and time consuming are all disadvantages of current 

grading method using human sensory panel [12]. Thus, it is important to have an intelligent technique to 

classify the quality of agarwood oil. 

Several methods have proven their successes in classifying or discriminating of different groups 

essential oil [13]. The methods are artificial neural network (ANN), adaptive neuro-fuzzy inference system 

(ANFIS), support vector machine (SVM) and k-nearest neighbor (k-NN) [13]–[17]. Among all, k-NN was the 

most preferred due to its efficiency in classifying and selecting samples under study to their respective groups 

[14]–[17]. 

As part of ongoing research in classifying the agarwood oil quality using its chemical properties, the 

objective of this study is to develop the k-NN modelling by varying Mahalanobis and correlation in distance 

metric for agarwood oil quality classification [18]. In addition, there is lacking research related to distance 

metric especially for Mahalanobis and correlation during the k-NN model development. Thus, this study is 

very significant and contributed to the agarwood oil grading research area.  

The k-NN is the most widely used classification method, and it is one of the top ten most common 

and important algorithms [14]–[17]. It is known for being simple and straightforward. This algorithm is a 

classification algorithm that is often used. Hence, algorithm's goal is to identify new objects using their 

attributes and training information [19]. So, analysis based on modelling by using Mahalanobis and correlation 

of k-NN distance metric to ensure that agarwood oil result based on the quality specifications that measured. 

This paper was organized in the following manners: section 1 is introdustion, section 2 is literature 

review and theoretical work, section 3 explains the methodology of this research and section 4 is the results and 

discussion and finally section 5 is the conclusion of the study. 

 

 

2. LITERATURE REVIEW AND THEORETICAL WORK 

2.1.  The k-NN algorithm 

Figure 1 shows the algorithm known as k-NN has the ability to identify, classify and categorize 

nonparametric components, such as hospitality signal, transformer winding, network, essential oils for daily 

use and electroencephalography (EEG) signals [20]–[23]. Non-parametric means that there are no parameters 

or that there are a fixed number of parameters regardless the size of the dataset. However, the size of the training 

dataset would be determining the parameters. 
 

 

 
 

Figure 1. The concept of k-NN technique [21] 
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Next, k-NN undoubtedly has been recognized among the top ten methods in data mining [24]. Both the 

training and classification stages are provided in the k-NN basic [25]. The feature vectors and class labels of 

training samples are stored in a multidimensional feature space as a starting phase while in the following phase, 

all the data in training set was labelled then being used to sort into unlabeled data in the testing set. Hence, the 

distance between data enumerates and the nearest distance is selected to represent the number of k while the 

n-numeric attributes are used to describing training tuples and n-dimensional space is used to store all training 

examples [21]. Usually, the ratio between training data and testing is equal to 80:20% [26]–[28]. 

The main advantage of using k-NN is that it does not require assumptions about the underlying data 

distribution. In addition, k-NN also known as the laziest learning approach since it involves storing all training 

datasets and delaying until the test data is required to be created without being forced to create a learning 

model. The proper classification method of the agarwood oil quality can be proposed using machine learning 

model k-NN and widely implemented algorithms as shown in (1) [23]. 

 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖  (1) 

 

Where, 

x,y = two points of object for n-space 

xi, yi = vector that starting from the origin of the space (initial point)  

n = n-space 

 

2.2.  Distance metric 

2.2.1. Mahalanobis metric 

The Mahalanobis distance metric calculates the straight-line distance between two points as it is the 

most common distance metric choice in NN algorithms [29]. However, the distance measure shows the 

relationship between different characteristics of a given object compared to the Chebyshev distance metric. 

The Mahalanobis distance can be used when dealing with problems such as clustering analysis, hypothesis 

testing, goodness of fit tests, classification techniques, outlier detection, and density estimation methods is of 

great importance. Equation (2) shows the Mahalanobis distance formula, assuming that the covariance matrix 

of x and y is represented as S [21]. 

 

𝑑(𝑥, 𝑦) =  𝐷2 =  √(𝑥𝑖 − 𝑦𝑖)𝑇𝑆−1(𝑥𝑖 − 𝑦𝑖) (2) 

 

Where, 

D^2 = square of Mahalanobis distance  

xi = vector of the observation (row in a dataset) 

yi = vector of mean values of independent variables (mean of each column) 

S−1 = the inverse covariance matrix of independent variables 

 

The components of the vector ‘x’ and vector ‘y’ are represented by ‘xi’ and ‘yi’. To overcome the 

problems of correlation and scale, Mahalanobis distance metric is calculated using the group of mean and 

variance of each variable. However, it cannot be calculated if the variables are highly correlated [21]. 

 

2.2.2. Correlation distance metric 

The correlation distance metric measures both non-linear and the linear association or intensity 

between two random variables or degree of association. A symbolic attribute values would be considered as a 

random variable if given a set of ‘n’ for instances. Furthermore, correlation coefficients can be used between 

binary variables (classical statistics) which as a computation of the connection between two symbolic values 

[13]. As it goes beyond Pearson’ correlation because it can detect more than linear associations while working 

in multi-dimensionally. The formula of correlation distance metric defined by (3). 

The components of the vector ‘x’ and vector ‘y’ are represented by ‘xi’ and ‘yi’. To overcome the 

problems of correlation and scale, Mahalanobis distance metric is calculated using the group of mean and 

variance of each variable. However, it cannot be calculated if the variables are highly correlated [17]. 

 

 𝑑𝑠𝑡 =  
∑(𝑥𝑠−𝑥′

𝑠)(𝑦𝑡−𝑦′
𝑡)

√∑(𝑥𝑠−𝑥′
𝑠)2(𝑦𝑡−𝑦′

𝑡)2
 (3) 

 

Where, 

d_st = correlation coefficient of linear relationship between x and y 
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xs  = values of the x-variable in a sample 

x′s = mean of the values of the x-variable 

yt = values of the y-variable in a sample 

y′t = mean of the values of the y-variable 

 

It ranges from 0 to 1, where 0 implies independence between x & y and 1 implies that the linear 

subspace of x & y is equal. However, the correlation distance is not the correlation between the distance itself, 

but it is a correlation between the scalar products which the “double centered” matrices are composed of. 

 

2.3.  Performance criteria 

2.3.1. Resubtitution error (closs) 

“Closs” which are the training error of the system also known as resubstitution error (apparent error) 

that describe on how the training set have been modified. It also evaluates the error rate based on outcome 

(output) versus the actual value from the same training dataset [30]. In other words, it will be derived by 

applying a model to the training dataset from which it was learned. 

 

2.3.2. Cross-validation error (kloss) 

Cross-validation error (kloss) is a great method for evaluating a model’s prediction performance. 

However, a model may reduce the mean squared error on the training set data, but a cross-validation might be 

more optimistic in its predictive error by observing on split partitions [31], [32]. The most common kind of 

cross-validation is K-Fold, in which observations are split into K-partitions; the model is trained on K–1 

partition, and the test error is predicted on the left partition K [32]. For example, the process will be repeated 

for k = 1, 2, 3, 4, …, K and the results is average. This kind of approach has lower bias where it is 

computationally affordable, but the estimation of each fold is highly correlated [32]. 

 

2.3.3. Accuracy (%) 

The performance measure used in this research is the confusion matrix. Classification accuracy itself 

can be deceptive if the model dataset has a different number of observations in each class or have more than 

two classes in the dataset. The matrix row in the confusion matrix will donates the literal class while matrix 

column displays the expected class [33]. There are four elements that involve in the confusion matrix which 

are the number of correctly classified to the class examples, the number of correctly identified to the not class 

examples, the example of incorrectly identified to the class examples, and the example of incorrectly identified 

to the not class examples. The accuracy is the overall effectiveness of a classifier. As for the formula, it can be 

defined in (4) [28]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐶𝑐+𝐶𝑛

𝐶𝑐+𝐼𝑛+𝐼𝑐+𝐶𝑛
 (4) 

 

Which expressed as:  

Cc is the number of correctly classified to the class examples 

Cn is the number of correctly identified to the not class examples 

Ic is the example of incorrectly identified to the class examples 

In is the example of incorrectly identified to the not class examples 

 

 

3. RESEARCH METHOD 

The agarwood oil data collection used in this study is obtained from two institutions; the Forest 

Research Institute Malaysia (FRIM), Malaysia and BioAromatic Research Centre of Excellence (BARCE), 

University Malaysia Pahang (UMP), [34]. The work involved of 96 samples of agarwood oil, data pre-

processing (data randomization, data normalization, and data division (testing and training datasets) and k-NN 

model development. The training dataset is used to train the k-NN model, and the testing dataset is used to test 

the develop model. During the model development, the distance metric is varied by using Mahalanobis and 

correlation. The k-NN with learning algorithms are used as classifier to classify the quality of the agarwood 

oil. The k-NN values are ranging from 1 to 10. Several performance criteria including resubstitution error 

(closs), cross-validation error (kloss) and accuracy (%) are applied in measuring the performance of the built 

k-NN model. 

 

3.1.  The k-NN modelling 

Figure 2 shows the flowchart of the k-NN modelling. Firstly, it is the data collection consists of input 

and output data which are chemical compounds and oil quality of agarwood oil. Next, it is continued with the 
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data pre-processing. At this stage, the data is normalized, randomized and divided into two groups: training 

and testing (with the ratio of 80% and 20%, respectively). Then, the process is followed by the k-NN model 

development using training dataset. During the development, distance metrics of k-NN are varied; Mahalanobis 

and correlation. For each learning algorithm, the value of ‘k’ is ranging from 1 to 10 as recommended by [35]. 

After that, the developed k-NN model is tested by using the tested dataset [36]. 

Next, in order to accept the developed k-NN model, several performance criteria are used. They are 

accuracy (%), closs, and kloss. If the model passed all these criteria, it can be accepted, and it is meaning that 

the model able to classify the agarwood oil quality to high and low. If it not passed (usually above 80% of 

accuracy [34]), the development of k-NN model have to return to the earlier stage either from data pre-

processing or data training. All this analytical work is performed via MATLAB software version R2020a. 

 

 

 
 

Figure 2. Flowchart of the classification model designed 

 

 

3.2.  The hierarchy for k-NN algorithm 

The k-NN is a definition of an object that is graded in multidimensional space by the class of its  

k-NN in the test set. Two steps consist of the k-NN algorithm. The first was the preparation level and the 

second was the classification test [27]. The ratio of training and testing datasets usually equivalent to 80% and 

20% [28]. The hierarchy for k-NN algorithm was described as follows: 
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Step 1: The k-value model development was identified. Where ‘k’ is the value number of rhe nearest or closest 

neighbor in multidimensional space of interest. 

Step 2: Find value ‘k’ for training dataset. Here, the distance metric of Cosine and Mahalobis plays a rule and 

the implementation nearest rules in k-NN. 

Step 3: The distance for all objects in the training dataset are sorted. 

Step 4: The nearest neighbor based on the k-th minimun distance was determined. 

Step 5: All the classes of the training dataset for the sorted values belong to k-model development were 

collected gathered. 

Step 6: The majority of the nearest neighbor as prediction values was used. 

 

3.3.  Performance criteria for k-NN modelling 

The developed k-NN model is tested its performances by using closs, kloss, and accuracy (%). The 

closs and kloss is calculated by using MATLAB script ‘resubLoss’ and ‘crossval’, respectively. Then, the 

accuracy (%) is calculated using in (4) as in section 2 literature review. These performance measures are done 

for Mahalanobis and correlation during k-NN modelling, and their results are discussed. 

 

 

4. RESULTS AND DISCUSSION 

This section presented the results of k-NN modelling for agarwood oil quality by varying its distance 

metric which are Mahalanobis and correlation. Figure 3 shows the accuracy of Mahalanobis and correlation 

distance metric. In this figure, from k = 2 to k = 10 the accuracy of Mahalanobis is higher than correlation. At 

k = 1 the accuracy of Mahalanobis is same as correlation. It means that different k-value of neighbor produce 

different accuracy of develop of k-NN model in classifying the agarwood oil quality. Then, the detail of the 

accuracy value for both Mahalanobis and correlation are tabulated in Table 1.  

From Table 1, the accuracies of Mahalanobis and correlation distance metric in the developed k-NN 

models were gathered. For Mahalanobis; at k = 1 until k = 5 the accuracy is 100.00%, resulted as the maximum 

percentage. Then, the accuracy for k = 10 is 93.75%, resulted as the minimum percentage. The rest, at k = 6 

until k = 9 the accuracy is 98.96%. Next, the accuracy for correlation distance metric is obtained. It can be seen 

that at k = 1, the accuracy is 100.00%, which is the maximum percentage. Then, at k = 2, k = 3, and k= 4 the 

accuracy is 97.92%. Following, at k = 5 the accuracy is 98.96% then at k = 6 the accuracy is 96.88% whereas 

at k = 7 is 95.83%. Meanwhile k = 8 and k = 9 the accuracy is similar which is 94.79%. Lastly, at k = 10 shows 

an accuracy of 92.71%.  

 

 

Table 1. Accuracy of k-NN by using Mahalanobis and correlation from k = 1 to k =10 
Parameter  

(k-value) 

Accuracy (%) 

Mahalanobis Correlation 

1* 100.00 100.00 
2 100.00 97.92 

3 100.00 97.92 

4 100.00 97.92 
5 100.00 98.96 

6 98.96 96.88 

7 98.96 95.83 
8 98.96 94.79 

9 98.96 94.79 

10 93.75 92.71 

Notes: *is the highest value for the accuracy of Mahalanobis and correlation 

 

 

The accuracies of Mahalanobis and correlation as discussed in Table 1 was plotted for graphical 

observation and it is shown in Figure 3. By quick visual inspection, it can be observed that for k = 1, the 

accuracy is similar (100.00%) and after that from k = 2 to k = 10 the accuracy of Mahalanobis is better than 

correlation. The closs and kloss are used in determining the performance of Mahalanobis and correlation 

distance metric in the developed k-NN models. Table 2 shows the closs and kloss for Mahalanobis distance 

metric. In general, the resubstitution error from k = 1 until k = 5 is 0.0000 while from k = 6 until k = 9, has 

similar error which is 0.0104. Besides, the resubstitution error for k = 10 is 0.0625.  
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Figure 3. Accuracy of Mahalanobis and correlation distance metric 

 

 

Table 2. Closs and kloss for Mahalanobis distance metric from k = 1 to k = 10 

Parameter 

(k-value) 

Mahalanobis 

Resubstitution error 

(closs) 

Cross-validation error 

(kloss) 

1 0.0000* 0.0000# 

2 0.0000 0.0000 
3 0.0000 0.0000 

4 0.0000 0.0000 

5 0.0000 0.0104 
6 0.0104 0.0104 

7 0.0104 0.0313 

8 0.0104 0.0521 
9 0.0104 0.0625 

10 0.0625 0.0938 

Notes: * is the lowest value for the closs, # is the lowest value for kloss 

 

 

Furthermore, the cross-validation error in the table follows shows that the result from k = 1 until  

k = 4 was maintained in 0.0000 as well as from k = 5 and k = 6 with the kloss of 0.0104. For the next kloss, 

the result showed that at k = 7 is 0.0313, at k = 8 is 0.0521, at k = 9 is 0.0625, and at k = 10 is 0.0938. Hence, 

it is shown that the maximum value between the closs and kloss were 0.0625 and 0.0938 at k = 10. While the 

minimum value for both errors were same which is 0.0000. All these errors can be observed graphically in 

Figure 4. 

 

 

 
 

Figure 4. Closs and kloss for Mahalanobis distance metric 

 

 

Table 3 shows the closs and kloss for correlation distance metric. The closs at k = 1 shows an error of 

0.0000 while at k = 2, k = 3, and k = 4 shows closs of 0.0208. Next, the closs at k = 5, k = 6, and k = 7 shows 
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an error of 0.0104, 0.0313, and 0.0417 respectively whereas k = 8 and k = 9 have the same resubstitution error 

which is 0.0521. Following, the resubstitution error at k = 10 is 0.0729. The maximum error for resubstitution 

error is 0.0729 at k = 10 and the minimum closs is 0.0000 at k = 1. Moreover, the klossr at k = 1 and k = 8 have 

error of 0.0521. Then, the kloss at k = 2 and k = 7 is 0.0417 and 0.0729 respectively. Furthermore, at k = 3 and 

k = 4 has the same kloss of 0.0208 while k = 5 and k = 6 value model both has kloss of 0.0625. In addition,  

k = 9 and k = 10 shows cross-validation error of 0.0833. Hence, the maximum error for kloss is 0.0833 at  

k = 9 and k = 10 on the other hand the minimum kloss is 0.0208 at k = 3 and k = 4. All these errors can be 

observed graphically in Figure 5. 

 

 

Table 3. Closs and kloss for correlation distance metric from k = 1 to k = 10 
Parameter 

(k-value) 

Correlation 

Resubstitution error (closs) Cross-validation error (kloss) 

1 0.0000* 0.0521 

2 0.0208 0.0417 
3 0.0208 0.0208# 

4 0.0208 0.0208 

5 0.0104 0.0625 
6 0.0313 0.0625 

7 0.0417 0.0729 

8 0.0521 0.0521 
9 0.0521 0.0833 

10 0.0729 0.0833 

Notes: * is the lowest value for the substitution error (closs), # is the lowest value for cross-validation error (kloss) 

 

 

 
 

Figure 5. Closs and kloss for correlation distance metric 

 

 

In summary, Mahalanobis is better than correlation in k-NN model to classify the agarwood oil 

quality. This is due to the concept of correlation which is a statistical measurement which its distance is 

computed from one minus the sample linear correlation between observations. Hence, the distance based on 

correlation is a measure of statistical dependence between two vectors. Next, the performance of Mahalanobis 

due to its concept as one of the distance metrics which is an effective multivariate distance metric to measure 

the distance between a point and a distribution. It is an extremely useful metric having, excellent applications 

in multivariate anomaly detection, classification on highly imbalanced datasets and one-class classification. If 

the variables in the dataset are strongly correlated, then, the covariance will be high. Dividing by a large 

covariance will effectively reduce the distance. Moreover, the samples of agarwood oil quality are not 

correlated, then the covariance is not high, and the distance is not reduced much. Hence, it supports the 

Mahalanobis to perform better than correlation. Thus, this study is very significant and contributed to the 

agarwood oil grading research area. Hence, the finding is in line agreement with the study as reported by 

Verdier [22]. 
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5. CONCLUSION 

This study has successfully presented the k-NN modelling by varying Mahalanobis and correlation in 

distance metric for agarwood oil quality classification as well as accomplished the objectives. The Mahalanobis 

and correlation distance metric were implemented during the k-NN modelling as well as the k-value from 1 to 

10 is varied. After that, the developed k-NN models were tested using three performances criteria which are 

closs, kloss, and accuracy (%). The finding showed that for k = 1, the accuracy is similar (100.00%) and after 

that from k = 2 to k = 10 the accuracy of Mahalanobis is better than correlation. It accompanied by the errors 

of resubstitution and cross-validation, which errors for both are very small, i.e. close to 0.0000. It proved that 

the k-NN modelling developed in this study is capable in classifying the agarwood oil quality. This technique 

is significant as it used the chemical properties of the oil in its classification. Furthermore, it contributed and 

benefited to the agarwood oil industry especially to oil grading system. For future work it is recommended to 

build a portable device in order to classify the agarwood oil quality on site. The device should be installed with 

the k-NN programming that has being successfully done in this study. 
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