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 This study proposes a continuous mechanism for detecting distributed denial 

of service (DDoS) attacks from network traffic data. The mechanism aims to 

systematically organise traffic data and prepare them for DDoS attack 

detection using convolutional deep-learning neural networks. The proposed 

mechanism contains ten phases covering activities, including data 

preprocessing, feature selection, data labelling, model building, model 

evaluation, DDoS detection, attack pattern identification, alert creation, 

notification delivery, and periodical data sampling. The evaluation results 

suggested that the detection model built based on convolutional deep-learning 

neural networks and relevant network traffic features provided 97.2% 

detection accuracy. The study designed a holistic mechanism that considers 

the systematic network traffic data management for continuous monitoring 

and good performance of DDoS attack detection. The proposed mechanism 

could provide a solution for network traffic data management and enhance the 

existing methods for DDoS attack detection. In addition, it generally 

contributes to the cybersecurity body of knowledge. 
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1. INTRODUCTION 

Network traffic data are generated daily from various computer devices and applications connected 

to the internet. For example, traffic data could be contributed by users’ web browsing activities, e-mails, chats, 

streams, file transfers, voice-over internet protocol (IP), and peer-to-peer applications [1]. These data can be 

captured and analysed using network or packet analysis tools. They provide information about network 

consumption, such as application protocols, users, traffic volume, and profiles [2]. In addition, these data also 

contained network-related properties of packet information such as port numbers, flags, IP addresses, and time 

stamps, to name a few [3]. Thus, network traffic data contains features of big data, which plays an essential 

role in network management and security [4]. Network managers can access and observe network traffic data 

in any part of the network segment. However, the biggest challenge is analysing the data to determine whether 

the traffic data represent normal or abnormal user activities [3]. Abnormal activities in the context of this study 

refer to the traffic data that could be classified as distributed denial of service (DDoS) attacks. Thus, 

understanding the data and its patterns is crucial to protecting the computing infrastructure from DDoS attacks. 

However, identifying the attacks becomes more difficult due to the complex nature of network traffic data [5]. 

Researchers have proposed various methods to analyse network traffic data previously. For example, 

Miao et al. [4] performed feature selection during pre-processing of traffic data that reduced their dimensions 

and removed irrelevant information to classify them better. On the other hand, Ji et al. [5] proposed using data 

https://creativecommons.org/licenses/by-sa/4.0/
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visualisation techniques that include data filtration and transformation in analysing a large volume of network 

traffic data to detect abnormal activities in the network. However, although many studies have been conducted 

to address the issue, the best method for detecting network attacks cannot be obtained because network traffic 

patterns are constantly changing [5]. Therefore, analysis of the data remains an unsolved issue. 

Nevertheless, researchers agreed that a periodical analysis of network traffic data is critical as an input 

to a functional and responsive intrusion detection system (IDS) [6]. Furthermore, by having a consistent 

analysis interval, any pattern change in the data would be determined quickly, and the pattern could be recorded 

in the database. Therefore, extensive network traffic data can be processed within a reasonable period to detect 

DDoS, and subsequently, the system can respond to such attacks more quickly [7]. IDS is a framework that 

monitors the traffic data in the internet system to prevent activities or events that pose threats or attacks to the 

network [8]. It provides an extra layer to securing the network components [9]. The central role of IDS is to 

observe and recognise abnormal activities in a device or computer network and notify the administrators of 

such activities [10], [11]. Depending on the system's defence architecture, the system can be located inside or 

outside the network's perimeter and on the host. Figure 1 illustrates the possible locality of IDS [12]. No matter 

where the IDS is placed, its primary purpose is to detect all attacks, including DDoS, which is the scope of the 

study reported in this article [11].  

 

 

 
 

Figure 1. The possible locality of IDS [12] 

 

 

The detection mechanism in IDS can be divided into two, namely, signature or anomaly detection. 

The signature mechanism analyses network traffic data and compares it to rules based on a predefined pattern 

to detect attacks, while the anomaly approach detects strange and unusual traffic patterns [9]. Nevertheless, the 

major challenge for any IDS is to classify the incoming pattern to determine if it is normal, with the highest 

accuracy and lowest false-positive possible [10]. Studies on determining the pattern and classifying traffic data 

have long since begun. Furthermore, various network protocols have also encouraged current research covering 

aspects of intrusion detection, such as dataset pre-processing methods, optimisation of detection models, and 

detection technologies in different network environments [13]. On the other hand, the advent of various 

artificial intelligence methods can achieve good detection results through hybrid feature selection technology 

and optimisation of detection models. Therefore, the potential of artificial intelligence methods is very 

beneficial and helps provide more accurate classification results and, in turn, create IDS that can function more 

efficiently. 

Many methods have been proposed to detect DDoS; nevertheless, they cannot provide effective 

detection as attackers enhance their strategy and use more sophisticated methods in launching the attacks. 

Consequently, many DDoS detection methods suffer from low detection accuracy and high false-positive 

alarms. One possible reason for this situation is that the methods have not considered representative features 

of traffic data related to DDoS attacks [14]. Recent development shows that researchers began to apply machine 

learning approaches to detect DDoS, providing promising outcomes and leading to efficient IDS 

implementation. However, research on DDoS detection methods will never stop because a method becomes 

ineffective when attackers change to new strategies or use other approaches to launch the attack. Therefore, 

trying all possible methods and technologies to deal with this problem is worthwhile. 

The use of machine learning for intrusion detection, including DDoS attacks, has long since begun. 

The classifiers' success depends on the dataset's relevant features and the accuracy of classification results [15]. 

The machine learning model is divided into two groups: the classical and deep learning models. Recently, 

studies have demonstrated that deep learning methods provide better results in several domains, such as picture 

classification, speech recognition, and machine translation. In the domain of intrusion detection, both classical 

machine learning and deep learning models have been used with promising results [16]. However, it is also 
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known that machine learning has no concept of one size fits all. In other words, no model is perfect and suitable 

for all situations.  

Therefore, machine and deep learning studies to detect intrusions and attacks will keep growing to 

address the sophistication of the launched attacks [17]. Deep learning or deep neural network is a subset of 

machine learning techniques [18] that uses various levels of representation [19] in layers which allows a higher 

level of abstraction and prediction of the data [18]. It makes computer systems learn from experience and 

understand the world through hierarchical concepts [20]. In traditional machine learning, data contain many 

features, and only relevant features are extracted for the classification process to produce the prediction.  

Neural networks, such as deep feed-forward neural networks, convolutional neural networks, deep 

belief networks, autoencoders, and long short-term memory networks, are used in deep learning for classifying 

data [21]. Further, many deep learning frameworks and libraries have been developed like Caffe, Microsoft 

Cognitive Toolkit, Gluon, Keras, MXNet, TensorFlow, Theano, Torch, PyTorch, Chainer, and Deeplearning4J 

[22]. The development and introduction of various libraries allow extensive studies in deep learning to solve 

various problems, particularly in cyber defence, particularly intrusion detection. For example, Gamage and 

Samarabandu [16] presented the deep learning approach more systematically in the context of intrusion 

detection, as depicted in Figure 2. They categorised deep learning models for intrusion detection into four 

categories: supervised instance learning, supervised sequence learning, semi-supervised instance learning, and 

other learning paradigms. 

 

 

 
 

Figure 2. Deep learning taxonomy for IDS [16] 

 

 

Deep learning for intrusion detection has been a growing interest among researchers recently. For 

example, Gamage and Samarabandu [16] evaluated different deep learning models, namely feed-forward 

neural network, autoencoder, deep belief network, and long short-term memory network, to classify intrusions. 

In addition, Ojugo and Yoro [23] used a deep-learning neural network for classifying normal and DDoS attacks. 

The model was able to classify the data with over 80% accuracy. Thus, researchers have started studying deep 

learning for intrusion detection. However, those studies applied deep learning to older datasets [16], which 

might not accurately represent current DDoS attacks. 

 

 

2. THE PROPOSED OBSERVATIONAL MECHANISM FOR DDOS ATTACK DETECTION 

AND RESPONSE  

This section describes the proposed observational mechanism for detecting DDoS attacks and how to 

respond to them. The mechanism comprises ten phases: i) data pre-processing, ii) feature selection, iii) data 

labelling, iv) model building, v) model evaluation, vi) DDoS detection, vii) attack patterns identification, viii) 

alert creation, ix) notification delivery, and x) periodical data sampling. The phases in this mechanism run in a 

cycle and iterate over time. The primary input to the mechanism is the network traffic data, and the final output 

is a notification received by the network managers. Other outputs are also generated within the mechanism, 

including a deep learning model, a DDoS detector module, detection results, alert traces, and attack patterns 

stored in a database. Finally, periodical data sampling on the network traffic would generate a network traffic 
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sample for consistent and systematic monitoring of the user activities for detecting DDoS attacks. Figure 3 

illustrates the overall flow of the mechanism. 

 

 

 
 

Figure 3. The proposed observational mechanism for DDoS attack detection and response 

 

 

Phase 1: data pre-processing–the mechanism receives input from network traffic data. The data can 

be captured using network packets analysing tools like Wireshark, TCPdump, and WinDump, to name a few. 

These data are considered raw and comprise a dataset with information on the packet’s time, source, 

destination, protocol, length, and user data. Hence, they require data pre-processing, an essential step in a data-

driven system. The raw network traffic data may be incomplete or inappropriate for use by software to perform 

data mining and machine learning processes. For example, data may contain missing values or unnecessary 

features. The data may also contain noise that can affect the model's performance for DDoS detection. 

Therefore, it is crucial to ensure that the data is in a form that is ready for use by software [24]. Further, data 

pre-processing is also necessary to ensure accurate detection [25]. This phase mainly focuses on checking the 

dataset for missing values. First, the dataset is sorted to detect missing values, then data lines with missing 

content are discarded. 

Phase 2: feature selection–this phase has three processes covering selecting relevant network traffic 

properties, data transformation, and data normalisation. First, the pre-processed network traffic dataset 

obtained in phase 1 still contains raw data, which does not ready for further analysis. Second, it also contained 

unnecessary features that are not relevant for detecting DDoS; therefore, there is a need for selecting relevant 

network traffic properties that characterise DDoS attacks. Finally, the chosen features are further used for data 

transformation. It is a branch of data mining and machine learning research aiming to improve the classification 

process's performance [26]. Past studies suggested that the dataset's selected features highly influence intrusion 

detection mechanisms [27]. Feature selection significantly reduces the number of features that can distinguish 

between normal and attack data [28]. Therefore, reducing data dimensions in IDS can improve system 

performance by eliminating unnecessary features. For example, Shiravani et al. [29] proposed a feature 

selection method using a fuzzy triangular number parameter and genetic algorithm optimisation, which reduces 

false alarm rates and increases efficiency.  

Hence, feature selection (called attribute selection) is a crucial process which it involves selecting a 

subset of relevant features (i.e., attributes) for constructing the model [30]–[32] and producing good 

classification results. New traffic features like total packets in the forward direction, total packets in the 

backward direction, the total size of packets in the forward direction, and the total size of the packet in the 

backward direction are calculated and added to the dataset. This process is known as data transformation. 

Finally, min-max data normalisation is performed based on (1) [33] to deal with inconsistencies in the range 

of the data. The data normalisation process scales the network traffic data between 0 and 1 and ensures that all 

the features have the same scale. 

 

𝑛′ =
𝑛−𝑚𝑖𝑛(𝑓𝑒)

𝑚𝑎𝑥(𝑓𝑒)−𝑚𝑖𝑛(𝑓𝑒)
 𝑋 (𝑛𝑒𝑤_𝑚𝑎𝑥(𝑓𝑒) –  𝑛𝑒𝑤_𝑚𝑖𝑛(𝑓𝑒))  +  𝑛𝑒𝑤_𝑚𝑖𝑛(𝑓𝑒) (1) 

 

Where, fe is the network traffic feature, n is the old value of an individual instance of fe data, n' is the new 

value of an individual instance of fe data, max(fe) is the maximum absolute value of fe, min(fe) is the minimum 
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absolute value of fe, new_max(fe) is the maximum value of the range, and new_min(fe) is the minimum value 

of the range. 

Phase 3: data labelling–in this phase, an early network traffic monitoring activity is performed by 

clustering the data into normal and anomaly using suitable algorithms such as K-means, mean-shift, and 

density-based spatial clustering of applications with noise (DBSCAN), to name a few. The clustering aims to 

prepare the dataset for the labelling process. The process of data labelling is a complex and time-consuming 

task [34]. This process involves distinguishing anomalies from normal data using clustering [35]. Then, the 

individual data instances are labelled based on the clusters identified in the clustering process. As a result, the 

dataset is ready for supervised machine learning of the model building in the next phase. This phase also 

prepared the periodical data sampling, the last phase of the cycle. The labelled data are the input for training 

the classification algorithms, which can automatically identify anomaly data based on what is learned [35]. 

Phase 4: model building–generally, deep learning models have been tested for their performance and 

effectiveness in classifying network traffic data and identifying attacks. They are reported in the studies like 

Wang et al. [13], Gamage and Samarabandu [16], Agarwal et al. [36], Gadze et al. [37], Khempetch and 

Wuttidittachotti [38], Krishna et al. [39], Lee et al. [40], Mighan and Kahani [41], Priya et al. [42]. Deep 

learning is more suitable for large datasets than machine learning and has become the most widely used IDS 

due to its ability to identify previously undiscovered patterns in raw data through multiple layers of 

modifications [43]. Specifically, this study proposed convolutional deep-learning neural networks as the deep-

learning classifier for detecting DDoS attacks. It consists of artificial neurons with weight, biases and activation 

functions that map the input layer to the output layer [44]. Although convolutional deep-learning neural 

networks are commonly used in image processing, the potential of the classifier in intrusion detection has also 

been proven. For example, Shaaban et al. [45] used it to classify DDoS attacks on network traffic data at the 

mission control centre responsible for controlling spacecraft. The classifier had 99% of accuracy in detecting 

normal and malicious traffic from the network traffic data. Moreover, convolutional deep-learning neural 

networks are performed using the mathematical function stated in (2) [46]. 

 

𝐶 = [𝑐1, 𝑐2, 𝑐3, … . , 𝑐𝑑

2

]𝑇 = 𝐾𝑇  ⊗ 𝑀 (2) 

 

Where C is the convolutional layer, d is the distance between data points, K is the kernel matrices, M is the 

input matrices, win is the window matric, and 𝑇 is matric transposition. C is derived from (3), (4), and (5). 

 

𝐾 = [𝑘1, 𝑘2, … 𝑘𝑑

2

] (3) 

 

𝑀 = [𝑀1
𝑤𝑖𝑛 , 𝑀2

𝑤𝑖𝑛 , … 𝑀𝑑

2

𝑤𝑖𝑛] (4) 

 

𝑐𝑖
𝑗

=   𝑘𝑖 ∗ (𝑀𝑖
𝑤𝑖𝑛,𝑗

)
𝑇

 (5) 
 

The deep learning model is trained using the dataset derived in the previous phase. The outcome of this phase 

is a deep learning model that is evaluated in the next phase of the proposed mechanism. 

Phase 5: model evaluation–the developed model in the previous phase requires evaluation. Model 

evaluation is a complex process where the model, data set, evaluation method, and hardware and software 

requirements work simultaneously to maintain accuracy and performance, such as latency, throughput, and 

memory usage [47]. This study adapted three widely used measures for evaluating the detection  

model–accuracy, precision, and recall [48]. The evaluation should measure the confusion matrix that shows 

the correctly classified instances in true-positive (TP) and true-negative (TN) as well as the incorrectly 

classified instances in false-positive (FP) and false-negative (FN). In addition, the study also measures the true-

positive rate (TPR), false-positive rate (FPR), true-negative rate (TNR), false-negative rate (FNR), accuracy, 

precision, recall, and F-measure as demonstrated by (6) to (9), respectively. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃𝑅+𝑇𝑁𝑅)

(𝑇𝑃𝑅+𝑇𝑁𝑅+𝐹𝑃𝑅+𝐹𝑁𝑅)
 (6) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (8) 
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𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

 

Phase 6: DDoS detection-the DDoS detector module performs its tasks in this phase. Traffic data 

classified as DDoS are analysed in terms of the destination ports, their frequency of occurrence over a while, 

packet size, and the idle period between packets. Then, it uses information stored in the attack pattern database 

to classify network data as normal or DDoS attacks. The output of this phase is the detection results that indicate 

whether a specific network traffic instance is a normal packet or a DDoS attack. Detection results are stored in 

the database for record and future reference. For any DDoS attack detected, the alert creation phase would be 

activated. If the particular DDoS incident matches one of the patterns in the database, then an alert is created 

by the subsequent phase in the mechanism. If none of the existing attack patterns matched, it is detected as a 

new pattern. Then the data are further processed in the next phase of pattern identification. 

Phase 7: attack patterns identification-an attack pattern describes the exploiting computing resources 

method derived from the concept design patterns [49]. It is the process of identifying the detailed style of DDoS 

attacks, providing information about the type of attack, attack prerequisites, attack weaknesses, the knowledge 

required to perform an attack and details of the attack that has taken place. In other words, attack pattern 

identification involves recognising the formations and methods of a new incident of DDoS attacks and then 

naming them. Attack pattern identification requires human intervention to validate the recognised patterns and 

name the attack patterns before storing them in the database. Network administrators must review the generated 

attack patterns and verify them. This phase also creates an attack pattern rule for the associated attack incidents 

so that the DDoS detector can use the rule during the matching process. 

Phase 8: alert creation–this phase receives the detection results performed by the DDoS detector in 

phase 6 as its input. It is a concurrent process with attack pattern identifications that respond to the data 

classified as DDoS attacks. Efficient DDoS detection systems should quickly detect unusual traffic data that 

could be a DDoS attack. Upon detection of the attack, alerts are created on a group of data traffic that is 

classified as a DDoS attack. This alert is necessary for response and notification of the incident. Hence, details 

about DDoS attacks are recorded, including date, time, communication protocol, application, IP source address, 

and port number. The role of the alerts is like a record or report that lists the occurrence of DDoS attacks for 

network managers’ use, mainly to improve network security defence against DDoS attacks in the future.  

Phase 9: notification delivery–an efficient DDoS detection and monitoring system should be equipped 

with a notification system that provides tools to deliver a message to a group of recipients, i.e. staff involved 

in network management in the organisation. Messages can be sent via e-mail, mobile phone or any specialised 

notification device such as a pager. However, with the advancement of smartphone technology today, it is more 

suitable to be used as a medium to receive messages [50] related to the possibility of DDoS attacks. For 

example, notifications about possible DDoS attacks can be sent to the network manager’s smartphone as push 

messages. Network managers can receive push messages more quickly because the message appears on the 

screen without opening the messaging application [50]. Thus, network managers can be notified more quickly 

and can respond to DDoS attacks that occur. 

Phase 10: periodical data sampling–the network traffic size is enormous and continuously running all 

the time. Hence, the large volume of traffic data is unsuitable for continual processing because it requires high 

computing resources to operate efficiently. Thus, sampling is a popular technique for data reduction applied in 

various network management aspects, including DDoS monitoring and detection. Furthermore, the volume of 

sampled network traffic data to be analysed is smaller than the entire data; consequently, traffic anomalies can 

be identified effectively [51]. Systematic sampling is one possible traffic data sampling technique. First, a 

dataset is developed based on the entire network traffic records taken, starting from a particular starting point 

to the end at the same interval. Then, each record in the sample is systematically selected from the traffic data 

in a fixed period. The sampling dataset is derived from (10) and (11) [51]. 

 

𝑋 = {𝑥𝑖} (10) 
 

Where X is the entire network traffic data and i = 1, N is the sequence of elements to be sampled. 

 

𝑃𝑖 =  {
1, 𝑖 𝑚𝑜𝑑 𝑘 =  0;
0, 𝑖 𝑚𝑜𝑑 𝑘 ≠  0;

 (11) 

 

Where Pi is the probability that the element xi is selected for the sample, and k is the sampling period. 

The position of the next element to be taken as a sample has been pre-determined. For example, traffic 

data at every tenth position is selected as an element in the sample. Thus, the network traffic sample is an input 
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for the model evaluation process in phase 5, constantly repeating at frequent intervals that the network 

managers can set. The flow chart illustrates the overall process of the proposed mechanism in Figure 4. 

 

 

 
 

Figure 4. The general flow of the observational mechanism for DDoS attack detection and response 

 

 

3. RESULTS AND DISCUSSION 

Public network traffic data were used in the model building and evaluation phases to represent the up-

to-date network traffic data with DDoS attacks. This study used the intrusion detection evaluation dataset  

(CIC-IDS2017) [52]–[54] owned by the Canadian Institute of Cybersecurity at the University of New 

Brunswick. It is among the newest dataset for DDoS attacks. Specifically, the study utilised a dataset named 

Friday-Working Hours-Afternoon-DDos.pcap_ISCX. It has 79 columns representing the features of DDoS 

attacks, including the label and 225,745 rows of data representing the instances of the network traffic. The first 

phase of data pre-processing was conducted on the dataset. The data were checked for missing values, and 

network traffic data containing missing values were removed. Then, the feature selection of phase 2 was 

conducted on the dataset. This study adapted the features suggested by Panwar et al. [55], as listed in Table 1. 

Then, phase 3 on data labelling was skipped as the data had been labelled as normal and DDoS attacks. 97,718 

network traffic data was labelled as normal, while 128,027 instances were labelled as DDoS attacks.  

 

 

Table 1. Features of the dataset selected for the study 
Feature number [55] Feature label [55] Description [56] 

1 Destination port “Destination port” 

5 Total length of Fwd packets “Total size of packets in the forward direction.” 
6 Total length of Bwd packets “Total size of packets in the backward direction.” 

8 Fwd packet length min “Minimum size of packets in the forward direction.” 

48 ACK flag count “Number of packets with ACK Flag.” 
67 Init_Win_bytes_forward “Number of bytes sent in the initial window in the forward direction.” 

68 Init_Win_bytes_backward “Number of bytes sent in the initial window in the backward direction.” 

78 Idle min “Minimum time a flow was idle before becoming active.” 
79 Label “The target variable, ’Normal’ or a DDoS attack.” 

 

 

In training and testing the deep learning model, this study used Waikato environment for knowledge 

analysis (WEKA), a machine learning workbench developed in 1993 [57]–[61]. It is an open-source data 

mining and machine learning tool developed by the University of Waikato, New Zealand. Over time, the tool 

has been improved to cater to researchers' needs in performing machine learning research in various domains. 

For example, several studies used WEKA for intrusion detection studies [62]–[64]. The WEKA 

Deeplearning4J package was installed on the workbench for running convolutional deep-learning neural 

networks. The package was developed using the Deeplearning4j Java library. WEKA was installed on Intel® 

Core™ i7-1165G7@2.80 GHz processor with 16 GB RAM and Windows 10 operating system. 

The CSV file of “Friday-WorkingHours-Afternoon-DDos.pcap_ISCX” of the CIC-IDS2017 dataset 

[52]–[54]. Then, the study performed the data pre-processing by performing feature selection, as stated in  
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Table 1. Then, the data training process was conducted using a ratio of 50-50, followed by the test of the deep 

learning model. Finally, the classification results and performance measures were derived.  

The study by Shaaban et al. [45] that used convolutional deep-learning neural networks was not used 

as a benchmark because the report did not specify the features and tools used to perform the modelling and the 

evaluation. This study selected another similar study to benchmark the model's performance in classifying the 

DDoS attacks in the dataset. Ojugo and Yoro [23] adopted eight features to develop the deep neural network 

model using the same dataset's Python data analysis (Pandas) library. As a result, their deep neural network 

model had 56 rules with classification accuracy between 0.8 and 0.96. Table 2 lists the characteristics of the 

model of this study and the one conducted by Ojugo and Yoro [23]. 

 

 

Table 2. The characteristics of the selected benchmark study 
Properties/studies Ojugo and Yoro [23] The deep learning model of the proposed observational mechanism 

Dataset CIC-IDS2017 CIC-IDS2017 

Instances selected from the dataset 12,500 225,745 

Attacks DDoS DDoS 
Features selected from the dataset  Source IP  

 Source port  

 Destination IP  

 Destination port  

 Protocol  

 Duration   

 Packets  

 Attack Name/Type  

 Destination port 

 Total Length of Fwd packets 

 Total Length of Bwd packets  

 Fwd packet length min  

 ACK flag count 

 Init_Win_bytes_forward 

 Init_Win_bytes_backward 

 Idle Min 

 Label 
Tools Pandas library WEKA Deeplearning4J 

 

 

This section describes the results of the model evaluation of phase 5 in the proposed mechanism. The 

deep learning model was set to run on ten epochs. The deep learning network used eight neurons for the input 

layer and two neurons for the output layer, with eighteen trainable parameters for the training phase. It took 

1599.42 seconds to build the model and 61.34 seconds to test it on the training data. The results of the training 

phase demonstrated that 97.21% (i.e., 219, 452) instances were correctly classified, while 2.79% (i.e., 6, 293) 

were incorrectly classified. The model correctly classified 91,594 normal and 127,858 DDoS activities. Thus, 

91,594 and 127,858 normal and DDoS instances were correctly classified. The model predicted 6,124 instances 

of normal activities and classified them as DDoS. On the other hand, 169 DDoS instances were incorrectly 

classified as normal activities. The mean absolute error was 0.0613, and the root mean squared error was 

0.1601. Table 3 shows the confusion matrix of the training phase. 

 

 

Table 3. The confusion matrix of the training phase 
n = 225,745 Predicted: normal Predicted: DDoS  

Actual: normal 91,594 6,124  

Actual: DDoS 169 127,858  

 

 

Based on the confusion matrix, the calculation of TPR, FPR, precision, recall, and F-measure were 

derived as rendered in Table 4. The TPR of the normal and DDoS classes were 0.937 and 0.999, respectively. 

On the other hand, the false alarm was very low, with 0.001 and 0.063 for normal and DDoS classes. The 

weighted average of precision, recall and F-measure was 0.973, 0.972, and 0.972, respectively. Overall, the 

result of the classification process using convolutional deep-learning neural networks demonstrated potential 

application in classifying normal and DDoS activities, which may lead to effective intrusion detection IDS. It 

should also consider this study's nine network traffic data features. 

 

 

Table 4. The performance measures of the model 
Class TPR FPR Precision Recall F-measure 

Normal 0.937 0.001 0.998 0.937 0.967 
DDoS 0.999 0.063 0.954 0.999 0.976 

Weighted Avg. 0.972 0.036 0.973 0.972 0.972 
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The performance of the deep learning model was also compared against the model developed by 

Ojugo and Yoro [23], as depicted in Table 5. Generally, the model can classify the network traffic data into 

normal and DDoS attacks. It also provides promising outcomes comparable to the deep learning model by 

Ojugo and Yoro [23]. Although the precision and recall were lower than their results, the accuracy is slightly 

higher. It is necessary to note that both studies applied different features in detecting DDoS in which the 

destination port was the only mutual feature used in both models. Therefore, there is an opportunity for other 

studies that can identify the optimal features for detecting DDoS from the dataset. 

 

 

Table 5. The performance of the proposed model and Ojugo and Yoro [23] 
Studies The proposed mechanism Ojugo and Yoro [23] 

Accuracy 0.972 0.92 

Precision 0.973 1.0 

Recall 0.972 0.99 

 

 

4. CONCLUSION 

The study proposes an observational mechanism to detect DDoS attacks from network traffic data. 

DDoS attacks because significant losses, including money, time, and reputational damage, and can even lead 

to loss of life in critical computing services. The proposed mechanism focuses on managing network traffic 

data to detect attack incidents through data processing and clustering. Consistent traffic data sampling helps 

improve the efficiency of the detection model, and the DDoS detection module compares existing attack 

patterns to generate new patterns and alerts the network manager if an incident is detected. The proposed 

approach can be improved by testing other machine learning algorithms or artificial intelligence methods, pre-

processing and clustering network traffic data, and managing attack pattern identification. Overall, the 

proposed approach enhances an organisation's ability to monitor DDoS attack activities within their computing 

resources. 
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