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 One of the prevailing areas of contemporary research involves the 

differentiation and identification of diverse objects within a given scene 

through automated systems. The field of study under consideration presents 

a multitude of obstacles, including but not limited to issues such as 

diminished lighting conditions, occlusion, and camouflage. The captured 

image exhibits variations in illumination, resulting in uneven brightness, 

reduced contrast, and the presence of noise. The fundamental basis of 

computer vision algorithms lies in the process of extracting features from 

datasets and subsequently discerning these features through neural networks. 

The task of extracting distinct feature key points from images captured under 

low lighting conditions is exceedingly challenging. To address this issue, the 

present study seeks to employ deep learning models to implement image 

enhancement techniques specifically designed for low-light conditions. The 

primary emphasis lies in obtaining key feature points that are differentiable, 

thereby enabling the utilization of this annotated data for specific tasks such 

as object detection. The task of identifying occluded and camouflaged 

objects has been successfully accomplished, yielding an impressive accuracy 

rate of 93% in total. The mean average precision has been achieved as 85% 

which is reasonably high compared to many earlier works. 
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1. INTRODUCTION 

Researchers have been engaged in the investigation of low-illuminated images for a period 

exceeding ten years. Attempting to derive an optimal methodology for addressing the challenges of 

occlusion, concealment, camouflage, and image reconstruction, as well as incorporating additional machine 

learning algorithms such as object detection, poses a laborious undertaking. The identification and 

recognition of human presence is a crucial task performed across various domains, including the security 

sector. This sector encompasses the safeguarding of residential areas, encompassing both internal pathways 

and houses, as well as community gardens and local roadways. This field encompasses the detection of facial 

features [1], [2] as well as the detection of humans and their activities. Blind spots and inadequate low-light 

illumination pose significant challenges in these particular regions. Criminal elements exploit these 

challenges and employ tactics to conceal their identities, thereby impeding the accurate detection capabilities 

of existing systems. Another area of focus is disaster management. While this field encompasses both natural 

and anthropogenic disasters, the optimization of these processes necessitates the implementation of 

intelligent and automated rapid technologies in order to safeguard human lives. This study primarily focuses 

on the detection of humans at long distances and in different climatic conditions [3]–[5]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Traffic analysis and management systems constitute a significant area of study, wherein researchers 

endeavor to effectively regulate road traffic and devise strategies to mitigate congestion and prevent 

vehicular accidents. Various attempts have been undertaken to establish systems aimed at standardizing 

traffic regulations and apprehending individuals who violate them [6], [7]. Autonomous vehicles represent a 

prominent forthcoming solution. The defense sector encompasses the domain that consistently necessitates 

the utilization of automated systems to ensure the security of border areas, battlefields, and rescue missions. 

This primarily pertains to the identification of individuals in complex situations [8]. In various domains, there 

are instances where images are captured under conditions of low illumination or predominantly in darkness. 

Conversely, numerous challenges arise during the detection process of the image due to the limited dynamic 

range exhibited by these images. The factors that contribute to a decrease in the detection confidence rate in 

low-light images encompass various concerns, including contrast, low brightness, excessive darkness, 

occlusion, and camouflage. 

To counter these concerns many efforts have been made to improve the degraded image, but they 

either lose the quality or take too much time to go through different stages. The same goes for object 

detection, where speed is compromised when accuracy is in question. The method suggested in this study 

strikes a good balance between speed and precision. The two goals of this effort are to improve object 

visibility in images and to execute object detection using cutting-edge models for increasing detection 

accuracy. The task of identifying occluded and camouflaged objects has been successfully accomplished, 

yielding an impressive accuracy rate of 93% in total. The mean average precision has been achieved as 85% 

which is reasonably high compared to many earlier works. The remainder of this paper is structured as 

follows. The study conducted by preceding scholars in the subject area is succinctly summarized in section 2. 

Section 3 provides a description of the suggested methodology. The implementation of the suggested strategy 

is described in section 4. Results along with its validation are shown in section 5. The framework's 

performance analysis is shown in section 6. In section 7, the quantitative analysis is described. Section 8 

finally concludes the work. 

 

 

2. LITERATURE REVIEW 

There have been several crude ways for object detection, such as hand-engineered filters or a 

cascade classifier that uses binary feedback and follows a single sequence like a cascade. ConvNets are an 

alternative to it and in case given sufficient training, they can pick up these filters and properties [9]. 

ConvNet’s architecture has characteristics comparable to the linked network of neurons in the human brain 

and has been molded by how the visual cortex is structured. One of the most innovative technologies in 

machine learning and artificial intelligence, particularly for image processing, is deep neural networks 

(DNN) [10]. To make smart systems, models were designed for embedded systems that were light in nature 

such as MobileNet. It is a compact DNN that uses depth-wise separable convolutions as part of its 

streamlined architecture [11].  

Another convolutional neural network (CNN)-based technique called single shot detector (SSD) was 

proposed for object detection. In one pass, the single convolution network used in the SSD design learns to 

predict bounding box locations and classify those places [12]. To make up for the accuracy losses, SSD 

introduces a few enhancements like default boxes and multi-scale features. It has a high IoU rate, particularly 

when numerous objects are present in a group [13]. SSD and you look only once (YOLO) use a single shot to 

detect many items within the image as opposed to other algorithms based on quicker region-based 

convolutional neural networks (R-CNN) and traditional techniques like the harr cascade classifier. While 

YOLOv3 is quick accuracy needs to be improved. Similar to YOLO, SSD has a multi-box architecture and 

can distinguish between several classes of items in a group and extract more characteristics [14]. Even 

though models were generated that were based on CNN the issue with low illumination existed for 

autonomous systems. There have been a lot of studies done on human identification by autonomous systems, 

which have been suggested to enhance photographs, especially in low-light situations. While pixel-wise 

inversion, haze reduction, and histogram equalization are all effective methods, they are all filter-based 

approaches that make use of basic primitives [15].  

Following that, there are a number of neural network-based applications that use CNN and 

generative adversarial networks (GAN). These approaches, however multi-scale, were unable to maintain the 

quality of the original image since the discriminator could break down and stop working [16], [17]. MIRNet 

features an interactive architecture despite being completely convolutional. Hence, they can identify a few 

objects correctly and cannot identify others. This work is an effort in the same direction to come up with 

solutions so that the proposed framework could be able to detect objects in low light and even counter the 

problems of occlusion, camouflage, and complex background with a good amount of precision as well as 

speed. 
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3. METHODOLOGY 

To detect objects in a dark environment the proposed method firstly improves the image brightness 

while recovering the color and features, and secondly, the class of the object existing in it is predicted using 

an end-to-end learning method. This enables effective object identification and detection from the images 

taken in low-illumination situations. The methodology comprises two subnetworks in series. Both are based 

on convolutional architecture. The first is a multi-scale MIRNet interaction architecture and the other is a 

multi-scale, multi-box SSD architecture. 

 

3.1.  MIRNet 

It is a feature extraction model that maintains the original high-resolution features to preserve fine 

spatial details while computing a complementary collection of features at various spatial scales. It is a 

frequently occurring information exchange process where the characteristics from several multi-resolution 

branches are gradually combined for better representation learning. A novel method for fusing features from 

different scales utilizing a selective kernel network that correctly maintains the original feature information at 

each spatial level while dynamically combining varying receptive fields. A recursive residual design enables 

the building of very deep networks by gradually decomposing the input signal to streamline the overall 

learning process. 

 

3.2.  Mobile Net single shot detector 

As an effective CNN architecture created for mobile and embedded vision applications, MobileNet 

is an object detector that was introduced as a design that constructs lightweight DNN using tested depth-wise 

separable convolutions. The underlying MobileNetV2 network with an SSD layer that categorizes the 

detected image makes up the first section. In essence, the SSD layer uses the Mobile Net base network as a 

feature extractor to classify the object of interest. SSD [12] is a one-shot detector and is a neural network 

architecture created for detection purposes, which entails both classification localization (bounding boxes) 

simultaneously. 

MobileNet [11], introduced by Google, is an efficient architecture that switches the standard 

convolution filters with the depth-wise convolution filters. The feature map generated by the standard 

convolution layer is shown by (1) [15]. Later to eliminate the interaction between the number of output 

channels and the size of the kernel, the feature map produced by depth-wise separable convolutions reduces 

the computational cost. The input channel with depth-wise convolution can be written as (2) [15]. 
 

𝐺𝑘,𝑙,𝑛 = ∑ 𝐾𝑖,𝑗,𝑚,𝑛𝑖,𝑗,𝑚  ∙ 𝐹𝐾+𝑖−1,𝑙+𝑗−1,𝑚) (1) 
 

𝐺̂𝑘,𝑙,𝑛 = ∑ 𝐾𝑖,𝑗,𝑚,𝑛𝑖,𝑗,𝑚  ∙ 𝐹𝐾+𝑖−1,𝑙+𝑗−1,𝑚 (2) 
 

This depth-wise separable convolution layer is divided into both depth-wise and point-wise 

convolution layers. Each input channel receives a single filter using depth-wise convolutions. Pointwise 

convolution, one of the fundamental 11 convolution layers, is then used to integrate the output of the depth-

wise layer linearly. MobileNets use batch norm and ReLU nonlinearities for both layers. This makes a 

lightweight hybrid model combining advanced methods and gives a good amount of speed and accuracy. 

 

 

4. IMPLEMENTATION 

4.1.  Pre-processing module 

The LOw-Light (LOL) dataset is acquired to perform the image enhancement under this module. 

The LOL dataset has 500 low-light images. The dataset offers 485 training photos and 15 test images. A low-

light input image and its associated well-exposed reference image make up each pair of images in the dataset. 

To create a tensor flow dataset the input dataset images are pre-processed. The dataset images are resized 

with a resolution of 128×128 to be sent to the enhancement module. 

 

4.2.  Image enhancement 

The pre-processed image dataset is enhanced using the MIRNet model under this module. The 

MIRNet model is trained for low-light image enhancement on a pre-processed tensor flow dataset created 

from the LOL dataset. The selective feature fusion kernel (SKFF) function adjusts receptive fields 

dynamically using the FUSE and SELECT actions. By maintaining high resolution while accepting the rich 

contextual data from low resolution, the multiscale residual block (MRB) is employed to produce an output 

that is spatially consistent. In order to retain the residual model, MRB essentially executes down-sampling 

and up-sampling procedures. Adam optimizer with a learning rate of 1e-4 and char bonnier loss as the loss 
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function are used to train MIRNet. Peak signal noise ratio (PSNR) is another term for the ratio of a signal's 

maximum possible value to the strength of distorted noise that degrades the quality of an image. The saved 

model is used as a pre-trained model to obtain prediction and enhancement results for a low-light image. 

 

4.3.  Object detection module 

A hybrid MIRNet+MobileNet SSD framework is designed under this module, where the enhanced 

image from MIRNet is passed as an input image for object detection. The MobileNet SSD is pre-trained for 

classification on the common objects in context (COCO) dataset. The classification of objects in an image is 

done frame by frame. For classification, the SSD algorithm is used in MobileNet architecture, and the pre-

trained weights file is saved as a TensorFlow Inference graph passing through the network architecture. The 

feature extraction algorithm passes all images and classifies them into various classes. Suppressing the 

detection with an accuracy score of less than 50% [net.detect (img,confThreshold=0.5)]. The accuracy is also 

increased by implementing non-maximum suppression. Finally, bounding boxes are created and displayed 

with class names and detection confidence percentages. The architecture of the framework is represented in 

Figure 1 and the workflow of the framework is presented in Figure 2. 
 

 

 
 

Figure 1. The architecture of the hybrid 

MIRNet+MobileNet SSD framework 

 
 

Figure 2. Workflow of hybrid MIRNet+MobileNet 

SSD model framework 

 

 

5. VALIDATION AND RESULTS 

The image enhancement module is trained on 200 images from the pre-processed dataset, and it is 

then validated on 10 test images of low-light outdoor scenarios. The training progress is saved after every 

epoch in TensorFlow checkpoints. After minimizing the loss function sufficiently, the training was stopped, 

and the model was saved. The model has been trained over 50 epochs minimizing loss function and 

maximizing PSNR to 0.1090 and 67.5139 respectively and the same for the validation loss to 0.1124 and 

67.1488 respectively. The following training and validation losses are shown in Tables 1 and 2. The 

exclusively dark (ExDark) dataset is used to train and test the entire hybrid MIRNet+MobileNet SSD 

framework. The ExDark dataset consists of 7,363 low-light photos, with 10 different situations ranging from 

very low light to twilight [18] Out of these images, a total of 1,000 images were taken in an outdoor 

environment which was divided in an 80:20 ratio for both training and testing. So, the entire network was 

trained on 800 images and tested on 200 low-light images. Figures 6 to 8 show the evaluated results of 

normal dark images converted to enhanced images as well as object detection. 

Figure 3 displays the enhanced image with detection and classification of objects with probabilities 

of 65%, 54% as a person, and 51%, 50% as a car. Figure 4 showcases the image enhancement with the 

detection and classification of objects into classes. The hybrid model detected a person in a scene with 

probabilities of 82% and 70%, a car with 66%, and misclassification of a car to a bus with 59%. Figure 5 

displays a case of misclassification where the model identifies the shadow of a person as a skateboard with 

probabilities to detect humans is 77% and the misclassification after image enhancement is 50%. 
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Table 1. Training data of enhancement module 
Epochs Train_Loss Train_PSNR 

5 0.1651 63.6555 
10 0.1539 64.3999 

15 0.1340 65.5611 

20 0.1273 66.0817 
25 0.1288 66.0734 

30 0.1275 66.3542 

35 0.1191 66.7690 
40 0.1125 67.1694 

45 0.1076 67.6359 

50 0.1090 67.5139 
 

Table 2. Validation data of enhancement module 
Epochs Val_Loss Val_PSNR 

5 0.1333 65.6338 
10 0.1220 66.7203 

15 0.1111 67.2009 

20 0.1185 67.0208 
25 0.1027 67.9508 

30 0.1034 67.4624 

35 0.1043 67.4840 
40 0.1034 67.6437 

45 0.1103 67.2720 

50 0.1124 67.1488 
 

 

 

   
(a) (b) (c) 

 

 
(d) 

 

Figure 3. Resulted from image 1 passed by the hybrid model (a) original low illuminated input image,  

(b) enhanced image, (c) object detection after enhancement, and (d) detection score of objects within a scene 

 

 

  

(a) 
 

(b) 

 

  

(c) (d) 

 

Figure 4. Resulted from image 2 passed by the hybrid model (a) original low-illuminated input image,  

(b) enhanced image, (c) object detection after enhancement, and (d) detection score of objects within a scene 
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(a) 

 

(b) 

 

  

(c) (d) 
 

Figure 5. Resulted from image 2 of image enhancement with object detection (a) original input image,  

(b) enhanced image, (c) object detection after enhancement, and (d) detection score of objects within a scene 

 

 

6. PERFORMANCE ANALYSIS 

6.1.  Confusion matrix 

Firstly, it is evaluated on the confusion matrix which is shown in Figure 6. This gives an estimation 

of how efficiently this multiclass model works for the detection of each class. The diagonal blue colored 

boxes represent the true positive evaluations of each class with the number of times the model detects the 

particular class of object. The confusion matrix even describes the cases of misclassification for some classes 

such as car is misclassified as truck and bus. 

 

6.2.  Precision 

Another metric is based on precision calculation. The mean average precision achieved by this 

hybrid model is 85% as shown in Table 3. with precision values of each class. The precision obtained for 

each class by the model is represented by the graph shown in Figure 7. 

 

6.3.  Accuracy and F1 score  

Thirdly the overall accuracy is evaluated by an alternative machine learning evaluation statistic 

called F1 score which evaluates a model's prediction ability by focusing on performance concerning each 

class. This is well described in Table 4 and Figure 8 concerning all the classes. Another metric is accuracy. 

The accuracy statistic counts the number of times a model accurately predicted the whole dataset. Table 4 

well depicts that the overall accuracy achieved is 93%. 
 

 

 
 

Figure 6. Confusion matrix 
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Figure 7. Precision density graph 

 

 

 
 

Figure 8. Class-wise F1 score evaluation 

 

 

Table 3. Mean average precision 
Classes Precision mAP 

Bicycle 1 

0.85873 

Bus 0.785714 

Car 0.988636 

Person 0.984375 
Traffic light 1 

Train 1 

Truck 0.111111 
Tv 1 

 

 

Table 4. Metrics of hybrid model 
Classes Precision Recall F1-score Support 

Bicycle 1 1 1 5 
Bus 0.785714 1 0.88 11 

Car 0.988636 0.878788 0.930481 99 

Person 0.984375 0.984375 0.984375 64 
Traffic light 1 1 1 11 

Train 1 1 1 8 

Truck 0.111111 1 0.2 1 
Tv 1 1 1 1 

Accuracy 0.935 0.935 0.935 0.935 

Macro avg 0.85873 0.982895 0.874357 200 
Weighted avg 0.973145 0.935 0.949988 200 
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7. QUANTITATIVE ANALYSIS 

Illumination is one of the prominent traits in images. With the variation in illumination in any 

landscape, detection by autonomous systems gets affected and can even become difficult. This work proposes 

a hybrid model that would tackle these issues as it has a fusion of an enhancement model with a state-of-the-

art object detection model. Table 5 provides a comparative analysis of the state-of-the-art models with the 

proposed hybrid model on the metrics of mean average precision. 

 

 

Table 5. Comparative analysis of the hybrid model with state-to-the-art model 
S. No. Methodology mAP (%) 

1 NVD+FPN [19] 35.3 

2 Faster R-CNN [20] 77.8 

3 Retina Net [21], [22] 75.2 
4 YOLOv3- enhanced [23] 78.0 

5 RetinaMFANet [24] 78.9 

6 RetinaNet [25] 58.1 

7 Faster-RCNN [26] 54.3 

8 LFA+FFN+CSDH [27] 64.6 

9 Our hybrid model 85 

 

 

8. CONCLUSION 

The ability of automated systems to discern and identify various objects within a given scene is 

considered to be a highly significant area of research. Additionally, the system encounters various challenges 

such as inadequate illumination, occlusion, and the potential for objects to blend into their surroundings. The 

image acquired exhibits the presence of noise, diminished contrast, and inconsistent brightness due to the 

fluctuating lighting conditions. Images captured under poor lighting conditions pose significant challenges 

for the system to accurately extract the salient features. The accurate identification and prediction of specific 

feature key points in photographs captured under poor lighting conditions pose a significant challenge for 

automated systems. The present study employs deep learning models to achieve image enhancement in low-

light conditions and endeavors to propose a hybrid model for enhancing low-light images and subsequently 

detecting objects within a scene. The primary objective is to obtain key feature points that are differentiable, 

as this enables the utilization of labeled data in more specialized tasks such as object detection. This approach 

presents a novel methodology for surmounting challenges and attaining enhanced outcomes in terms of 

precision. An overall accuracy rate of 93% has been achieved in the detection of obscured and disguised 

objects. The mean average precision has been achieved as 85% which is reasonably high compared to many 

earlier works. 
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