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 In using technology, especially in health sciences, machine learning 

modeling can make it easier to predict disease treatment. Naïve Bayes 

optimization with AdaBoost is needed because even though Naïve Bayes has 

the advantage of minimal parameters, its accuracy is susceptible to too many 

features. AdaBoost is used to overcome sensitivity to an excessive number 

of features and optimize its ability to handle complex datasets. This research 

aims to analyze the classification results of the Naïve Bayes method with the 

help of the AdaBoost method. This data comes from Community Health 

Centers I, II, and III Mengwi District, Bali Province patient medical records. 

The classification process uses the Naïve Bayes method and Naïve Bayes 

with AdaBoost, which is then evaluated using a confusion matrix. Two 

scenarios were used in testing: Naïve Bayes and AdaBoost-based Naïve 

Bayes. The algorithm is implemented on the dataset and tested directly using 

cross-validation. The evaluation results show that the Naïve Bayes method 

experienced an increase in accuracy of 5.92% at 5-fold and 5.93% at 10-fold 

on a dataset with 890 data. The addition of the AdaBoost method to diabetes 

classification has been proven to improve the accuracy performance of the 

Naïve Bayes method. 
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1. INTRODUCTION 

Diabetes mellitus is a metabolic syndrome caused by abnormal blood glucose levels 

(hyperglycemia) [1]. One of the causes of diabetes mellitus is changes in people's lifestyles and habits, from 

traditional to modern, which are unhealthy and vulnerable to the risk of non-communicable diseases such as 

diabetes mellitus. This phenomenon reflects the challenges in preventing and treating diabetes mellitus, so 

early detection of diabetes is critical. If detected early, patients can avoid diabetes [2]. The World Health 

Organization (WHO) estimates that the number of diabetes mellitus sufferers in Indonesia will increase from 

8.4 million in 2000 to around 21.3 million in 2030 [3]. Data from Community Health Centers I, II, and III in 

Mengwi District shows an increase in diabetes mellitus cases from 480 cases in 2021 to 634 cases in 2022. 

Several machine learning-based methods can diagnose the disease: random forest, Naïve Bayes, 

ID3, C4.5, and others. Of the several machine learning methods used, the Naïve Bayes method produces 

higher accuracy and uses fewer parameters. However, the Naïve Bayes method is weak because it is 

https://creativecommons.org/licenses/by-sa/4.0/
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susceptible to too many features, which can reduce accuracy. This algorithm works using general probability. 

Probability is the chance and level of possibility of an event occurring [4]. However, in complex medical 

data, these models are prone to overfitting, requiring special techniques to make the models more resistant to 

overfitting. One technique that can be used to overcome this problem is boosting using the AdaBoost 

algorithm [5]. This algorithm is suitable for use on complex medical datasets because it can improve model 

accuracy and make it more resistant to overfitting [6]. The AdaBoost method has the advantage of reducing 

the error rate of weak classifiers to increase the accuracy of existing learning algorithms and can be easily 

combined with data mining classification methods [7]. 

Studies comparing the effectiveness of algorithms in diagnosing diabetes mellitus show variations in 

results. Research comparing classification and regression tree (CART) and Naïve Bayes shows that Naïve 

Bayes has lower accuracy, with a value of around 73.75% [8]. The research compares the logistic regression, 

Naïve Bayes, decision tree classifier, and K-nearest neighbor (K-NN) classifier methods. From this 

comparison, the Naïve Bayes method obtained an accuracy of 74.5% [9]. Furthermore, there was research 

using the Naïve Bayes method, which obtained results of 67.71% this low accuracy result was because the 

Naïve Bayes method was more suitable for the dataset category [10]. However, there is research that 

improves the performance of Naïve Bayes by calculating the absolute error between the prediction and the 

actual class, which increases accuracy to around 71.5% [11]. There is also research using the Naïve Bayes 

method to predict diabetes, with results of 76.30% [12]. Previous research concluded that the Naïve Bayes 

method still has low accuracy because it is greatly influenced by the number of features [13]. Based on 

research problems and studies, this research contributes to improving the performance of the Naïve Bayes 

method by using the AdaBoost method to classify type II diabetes mellitus. The data used in this research is 

medical record data of type II diabetes mellitus sufferers at Mengwi I, II, and III Community Health Centers, 

Bali Province. 

 

 

2. RESEARCH METHOD 

This study uses the parameters of gender, age, alcohol consumption, smoking habits, body mass 

index (BMI) results, systole, diastole, blood sugar, fasting blood sugar, and 2-hour blood sugar to obtain data 

that can help classify diabetes mellitus. These parameters were obtained from interviews with several 

doctors. The research methodology includes data collection, data preprocessing, Naïve Bayes and AdaBoost 

modeling methods, performance evaluation methods (cross-validation), and performance evaluation 

parameters (confusion matrix). The following is presented in Figure 1 regarding the research flow. 

 

 

 
 

Figure 1. Research stages 

 

 

2.1.  Data collection 

The data collected was obtained from medical record data at Community Health Centers I, II, and III 

Mengwi District. with a total of 890 data, the Mengwi I District Health Center has 300 data, the Mengwi II 
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District Health Center has 350 data and the Mengwi III District Health Center has 240 data. Data collection is 

carried out by collecting medical records, then the medical records that have been collected are first selected 

according to needs so that training data is obtained that meets the criteria, namely data originating from 

medical records of patients who have diabetes mellitus. These parameters were obtained from an interview 

with Dr. I Made Ariyoga Budiana. 

 

2.2.  Data preprocessing 

The data that has been collected is carried out at the preprocessing stage. If empty values are 

present, steps are taken to delete rows containing empty values. Data selection is the selection (selection) of 

data from a set of operational data. This data selection is carried out from the patient's medical record by 

taking the parameters of gender, age, alcohol consumption, smoking habits, BMI results, systole, diastole, 

blood sugar, fasting blood sugar, 2-hour blood sugar to obtain data that can help the diabetes mellitus 

classification process. Label coding converts data to simpler forms to correct spelling errors and non-uniform 

formats to simplify classification. 

 

2.3.  Modeling 

At this stage, a classification process will be carried out using the Naïve Bayes method and 

combined with the AdaBoost method. AdaBoost works by allocating weights to each training example so that 

misclassified examples are given greater weight. Then, a Naïve Bayes model is generated from a subset of 

the training data selected by considering the weights of the training examples. AdaBoost produces a new 

Naïve Bayes model at each iteration that can overcome errors made in the previous model. In this way, 

AdaBoost can improve Naïve Bayes performance by considering the relationships between features in the 

data. 

 

2.3.1. The Naïve Bayes method 

The Naïve Bayes classification method, proposed by the British scientist Thomas Bayes, is based on 

probability and statistics. This method estimates the possibility of future events based on previous 

experience, so it is often called Bayes' theorem [14]. One of the main characteristics of the Naïve Bayes 

classification method is the strong assumption of the independence of each condition or event [15]. In Naïve 

Bayes, if there are two separate events (for example, X and H), then Bayes' theorem is formulated as follows: 

i) Overall calculation probability (P0) 

Calculated by dividing the amount of data by a specific class (positive/negative) and the total amount of data. 

The Integer Probability Formula is shown in (1). 

 

𝑃0 =  
𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒/𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎
 (1) 

 

ii) Partial probability (PP) calculation 

Calculated by the amount of data together with specific criteria plus one with the total positive/negative data 

plus the number of criteria. The partial probability formula is shown in (2). 

 

𝑃𝑃 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 𝑑𝑎𝑡𝑎+1

𝑇𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 (𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑜𝑟 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒) + 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎
 (2) 

 

iii) Calculation of natural logarithms (LN) 

It is helpful to avoid underflow or overflow when multiplying Lot signs if the probability is too low. The 

natural logarithm formula is shown in (3). 

 

L𝑁 (𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑟𝑒𝑠𝑢𝑙𝑡𝑠) (3) 

 

iv) Calculation probability class 

The probability of a particular class of things is calculated using the exponential natural logarithm of the total 

class probability. The formula for calculating probability classes is shown in (4). 

 

𝑃(𝑐𝑙𝑎𝑠𝑠) = 𝑒𝑥𝑝 (𝛴 𝐿𝑁) (4) 

 

Where i) P0 is overall probability; ii) PP is partial possibility; ii) LN is natural logarithm; iii) P(class) is class 

probability; and vi) Exp is exponential function; ∑LN is total value of the natural logarithm of class 

probability. 
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2.3.2. The AdaBoost method 

Bagging and boosting techniques increased classification accuracy on artificial and real datasets. 

The boosting algorithm is generally considered superior to bagging, although this is not always the case. 

They have proven effective in improving classification performance in many situations, even when the data is 

imbalanced. AdaBoost has the potential to reduce errors. When applied to Naïve Bayes, AdaBoost improves 

performance by 33.33% and produces accurate classification results by reducing errors through iterative 

improvement. AdaBoost is a popular boosting technique in ensemble learning. Boosting algorithms can be 

used with various classifiers to improve classification accuracy. AdaBoost is a machine learning algorithm 

comprising a group of weak classifiers combined into a robust classifier. AdaBoost comes from the words 

"adaptive" because it can adapt to data and other classifiers and "boosting" because it increases the accuracy 

of each learning given [16]. The main goal of AdaBoost is to reduce errors in the learning process. The 

AdaBoost algorithm is built using certain equations. Where in the classification, rules are given with labels 

(X 1, Y 1), …, (X n, Y n). Element Y has values 1 and -1. A value of +1 is given to rules with more 

outstanding positive data than a negative data value of -1 for rules with more significant malicious data, 

while a value of 0 is given to rules with the same amount of positive data and malicious data. Find the initial 

weight with the formula 
1

𝑛
, where 𝑛is the amount of data. Next, the alpha count value is shown in (5) [17]. 

 

𝛼 = 0.5 . ln(
1−𝜖

𝜖
) (5) 

 

Where α is tth model weights and ϵ is error value at tth iteration. 

After getting the alpha value, the next step is to carry out a weight update process to emphasize 

samples that are difficult to classify by the previous weak model so that the robust model that is formed can 

focus on more complex cases. The normalization factor Zt ensures that the total sample weight at each 

iteration remains 1. The weight update is shown in (6) [18]. 

 

𝜔𝑖
(𝑡+1) =

𝜔𝑖
(𝑡)

.𝑒𝑥𝑝 (−𝛼𝑡.𝛾𝑖.ℎ𝑡(𝑥𝑖))

𝑧𝑡
 (6) 

 

Where wi (t+1) is weight of the ith sample in the tth iteration+1, wi (t) is weight of the i th sample in the t th 

iteration, αt is weight of the tth weak model, Yi is the actual label of the ith data, ht (xi) is prediction of the tth 

weak model on the ith data, and Zt is normalization factor. 

 

2.3.3. The proposed method (Naïve Bayes with AdaBoost) 

Our proposed classifier, Naïve Bayes with AdaBoost, is a novel and powerful hybrid algorithm for 

solving classification problems. This algorithm consists of two classifications: Naïve Bayes and AdaBoost. 

Figure 2 explains how the merger method improves the accuracy of the Naïve Bayes method. 
 

 

 
 

Figure 2. Architectural classifier 
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AdaBoost can help better with the error rate, alpha value, epsilon value, and weights of each sample 

data [19]. The error value measures the extent to which the AdaBoost model made errors on the classification 

data samples in the previous iteration. The error rate measures how "hard" or "easy" the sample was 

misclassified in the last iteration. The alpha value is the weight given to each classifier used in AdaBoost. 

The alpha value is used to provide more significant "voting" to classifiers performing well in classifying 

samples misclassified in the previous iteration. The epsilon value measures the accuracy of the AdaBoost 

model in a given iteration [20]. The smaller the epsilon value, the greater the alpha value, which means that 

the classifier in that iteration contributed significantly to correcting errors. Weights provide the importance of 

sample data in the AdaBoost learning process [21]. 

 

2.4.  Evaluation model 

At the evaluation stage, compare the facet marks' accuracy, recall, and precision with cross-

validation using k of 5 and 10. This test has 445, 668, and 890 data samples evaluated. This evaluation was 

carried out because large amounts of data also contribute to producing the best machine-learning algorithm 

[22]. The following, presented in Figure 3. explain scheme evaluation testing. 

 

 

 
 

Figure 3. Test scheme 

 

 

Cross-validation, or what can be called rotation estimation, is a model validation technique to assess 

how the results of a statistical analysis will generalize to independent data sets. One cross-validation 

technique is k-fold cross-validation, which breaks the data into k parts of the data set of the same size. In 10-

fold, the data is divided into 10-folds of approximately equal size so that we have ten data subsets to evaluate 

the performance of the model or algorithm [23]. i) The 1st iteration (1-fold as Testing, 2-fold until 10-fold as 

training); ii) The 2nd iteration (2-fold as Testing, 1-fold, 3-fold until 10-fold as training); iii) For the10th 

iteration (10-fold as Testing, 1-fold until 9-fold as training); iv) Evaluation matrix calculation; and v) After 

all iterations are complete, all accuracies are calculated to find the average to determine overall model 

performance. Confusion matrices are a helpful tool for analyzing the extent of classification performance, 

with the ability to identify tuples from different classes. Evaluate the model by calculating accuracy (Acc), 

precision, recall, and F1 scores. 

 

 

3. RESULTS AND DISCUSSION 

This study looked into the effects of optimizing the Naïve Bayes method with AdaBoost to classify 

diabetes mellitus type II. The classification results compare the actual and predicted labels, which are 

presented as a confusion matrix. Model evaluation involves measuring model performance using the metrics 

of accuracy, recall, precision, and F1-score. All experiments were conducted using cross-validation methods 

to ensure consistent results. 

 

3.1.  Dataset 

Type II diabetes mellitus is a condition of hyperglycemia caused by cells' unresponsiveness to 

insulin. Insulin levels may decrease slightly or remain normal. Because pancreatic beta cells still produce 

insulin, type II diabetes mellitus is considered non-insulin-dependent diabetes mellitus. This metabolic 

disorder is characterized by increased blood sugar due to decreased insulin secretion by beta cells [24]. These 

parameters interact with each other and may contribute to the development of type II diabetes mellitus. 
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Therefore, adopting a healthy lifestyle with a balanced diet, exercising regularly, not smoking, and 

consuming moderate amounts of alcohol can help reduce the risk of type II diabetes. In addition, it is crucial 

to maintain normal blood pressure and monitor blood sugar levels regularly to quickly detect the risk or 

development of disease. Based on literature studies and interviews with experts, the features used to diagnose 

type II diabetes mellitus are: gender (male, female), age (adult=26-35, late adult=36-45, late elderly=46-55, 

elderly, senior=56-65), alcohol consumption (yes, no), smoke (yes, no), BMI results (thin=<18.5, ideal=18.5-

24.9, fat=25-29.9, very fat=>30), systole (normal=120, pre hypertension=120-139, hypertension 1=140-159, 

hypertension 2=160), diastole (normal=80, pre hypertension=80-89, hypertension-1=90-99, hypertension-

2=100), blood sugar (no=<100, not sure=100-199, definitely=>200), fasting blood sugar (no=<100, not 

sure=100-125, definitely=>126), two hour blood sugar (no=110-144, not sure=145-179, definitely=>180), 

class (positive, negative). 

 

3.2.  Overall evaluation results using Naïve Bayes based on AdaBoost 

In this subchapter, we will evaluate the performance of the model using two different approaches, 

namely Naïve Bayes without AdaBoost and Naïve Bayes using AdaBoost, with varying amounts of data and 

using different k-fold values to find out the extent to which AdaBoost can help in improving classification 

accuracy [25]. With 5-fold totaling 445 data in Table 1, the Naïve Bayes method using AdaBoost produces 

an accuracy of 81.78%. On the other hand, the Naïve Bayes method produces an accuracy of 76.40%. With a 

10-fold, the Naïve Bayes method using AdaBoost produces an accuracy of 84.40%, while the Naïve Bayes 

method produces an accuracy of 81.14%. With a 5-fold total of 668 data in Table 1, the Naïve Bayes method 

uses AdaBoost to produce an accuracy of 80.16%. In contrast, the Naïve Bayes method produces an accuracy 

of 75.79 %, and with 10-fold, the Naïve Bayes method using AdaBoost produces an accuracy of 82.66%. As 

a comparison, the Naïve Bayes method produces an accuracy of 80.61%. From experiments with 890 data, 

the Naïve Bayes method with AdaBoost has the highest accuracy, with a 5-fold of 85.36%, as shown in Table 1. 

With a 10-fold, it is 87.96% for the Naïve Bayes method, which has an accuracy of 79.44% with a 5-fold and 

82.02% with a 10-fold. There is an increase in accuracy of 5.92% with 5-fold and 5.93% with 10-fold. 

Precision and recall values on data 445 and 668 obtained low results because Naïve Bayes assumes 

conditional independence between features. Even though dataset features are correlated, this assumption can 

lead to reduced precision or recall [26]. With a total of 448 positive data and a total of 442 dangerous data, a 

total of 890 precision and recall data values have increased. This result is because adding positive and 

negative data can balance the class distribution and increase the representation of the minority (positive) and 

majority (negative) classes from the previous data. With more data, models can have more information to 

learn and improve. 

The F1-Score in Table 1 produces the highest value from the previous experiment. These results 

show that the model has a good balance between precision (the extent to which positive results are correct) 

and recall (the extent to which the model can find all positive cases). This condition means the model can 

provide accurate predictions with a low risk of false positive and false negative errors [27]. AdaBoost is 

highly correlated with the improved performance of Naïve Bayes methods. The method proposed in this 

research can increase accuracy, precision, and recall compared to the Naïve Bayes method without 

AdaBoost.  

 

 

Table 1. Overall results of the experiment 
Fold Data Method Accuracy (%)  Precision (%) Recall (%) F1 Score (%) Computing time (s) 

5-fold 445 Naïve Bayes 76.40 57.45 48.84 52.79 0.0590 

5-fold 445 Naïve Bayes+AdaBoost 81.78 56.87 57.31 57.08 3.3480 

5-fold 668 Naïve Bayes 75.79 57.58  48.04 52.24 0.1281 
5-fold 668 Naïve Bayes+AdaBoost 80.16 52.67 56.99 55.81 4.3620 

5-fold 890 Naïve Bayes 79.44 70.75 66.07 68.37 0.1350 

5-fold 890 Naïve Bayes+AdaBoost 85.36 69.63 71.40 70.50 4.9360 
10-fold 445 Naïve Bayes 81.14 54.44 51.36 52.85 0.1298 

10-fold 445 Naïve Bayes+AdaBoost 84.40 55.84 54.00 54.90 4.4730 

10-fold 668 Naïve Bayes 80.61 52.67 52. 67 52.63 0.1630 
10-fold 668 Naïve Bayes+AdaBoost 82.66  51.21 52.86 52.02 6.9928 

10-fold 890 Naïve Bayes 82.02 66.30 67.55 66.92 0.2550 

10-fold 890 Naïve Bayes+AdaBoost 87.96 73.42 67.10 70.18 7.8261 

 

 

3.3.  Comparison of our proposed method with the Pima Indians dataset 

In the context of the Pima Indians diabetes data analysis, previous studies have used Naïve Bayes 

methods to predict diabetes risk. From Table 2, it is observed that the proposed model achieved better results 
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on the dataset. In previous research, Naïve Bayes showed a relatively low level of accuracy when compared 

with the proposed method. This condition is caused by the weakness of Naïve Bayes, which is very sensitive 

to an excessive number of features and ultimately causes a decrease in classification accuracy. The proposed 

method uses cross-validation with 10-fold. It uses an error limit value of 0.3 to select the number of features 

from 8 features to 5 features to obtain an accuracy of 81.5%. AdaBoost works by allocating weights to each 

training example so that misclassified examples are given greater weight. Then, a Naïve Bayes model is 

generated from a subset of the training data selected by considering the weights of the training examples. 

AdaBoost produces a new Naïve Bayes model at each iteration that can overcome errors made in the 

previous model. Based on the experiments presented in Table 2, we analyze that Naïve Bayes optimization 

with AdaBoost also produces higher performance than Naïve Bayes without AdaBoost. 

 

 

Table 2. Comparison of the algorithm with the proposed one improved algorithm Naïve Bayes classifier on 

Pima Indian dataset 
Reference Model Accuracy (%) 

RB-Bayes algorithm for the prediction of diabetes in “Pima Indian dataset” [10] Naïve Bayes 67.71 

Diabetes diagnosis system using modified Naïve Bayes classifier [11] Naïve Bayes 71.5 

Comparison of Cart and Naïve Bayesian algorithm performance to diagnose 
diabetes mellitus [8] 

Naïve Bayes 73.75 

The prediction of diabetes: a machine learning approach [9] Naïve Bayes 74.5 

Prediction of diabetes using classification algorithms [12] Naïve Bayes 76.30 
Our proposed method Naïve Bayes+AdaBoost 81.5 

 

 

3.4.  Error limit determination experiments and computing time comparison 

The error value measures the extent to which the AdaBoost model makes errors in classifying 

samples. Table 3 shows the experimental results for each error value to find the best accuracy in improving 

the Naïve Bayes method with AdaBoost. Table 3 shows that with an error value of 0.3, the accuracy results 

are the best compared to values of 0.4 and 0.5. This error limit value is obtained by comparing the amount of 

data in the opposite result class and the amount of positive and negative data. AdaBoost is the most popular 

boosting method and has been theoretically and empirically proven to improve baseline Naïve Bayes 

performance [28]. 

 

 

Table 3. Experimental error limit values 

No Sign error limits 
Number of 

features 

NB accuracy+AdaBoost 

5-fold (%) 

NB accuracy+AdaBoost 

10-folds (%) 

1 0.3 (Age, BMI results, diastole, fasting blood sugar, 
two-hour blood sugar) 

5 85.36 87.95 

2 0.4 (Age, BMI results, systole, diastole, fasting blood 

sugar, two-hour blood sugar) 

6 80.36 83.60 

3 0.5 (Gender, age, alcohol consumption, smoke, BMI 

results, systole, diastole, blood sugar, fasting blood 
sugar, two-hour blood sugar) 

11 78.76 75.73 

 

 

The main idea behind AdaBoost is the construction of a robust classifier using a group of weak 

classifiers. Although AdaBoost is very powerful if the error rate is more significant than 0.5, it may fall short 

of the model's ability to apply the knowledge gained from the training data to the training data with a high 

degree of accuracy, and the overall accuracy of the model may be reduced [29]. Setting a minimum error rate 

threshold value can provide stringent criteria for including features in the model. As a result, only features 

that meet these criteria are included, and other features are ignored [30]. 

The test results show that error rates of 0.4 and 0.5 can be seen in Table 3 contribute negatively to 

the performance of the ensemble model. With an error value of 0.4, six features were obtained: age, BMI 

results, diastole, systole, fasting blood sugar, and 2-hour blood sugar, producing an accuracy of 80.36% with 

5-fold and 83.60% with 10-fold. This accuracy is lower if an error rate of 0.3 is set. This condition is caused 

by the Siatole feature (blood pressure) not being able to help diagnose type II diabetes mellitus. Type II 

diabetes mellitus is caused by two things, namely, a decrease in peripheral tissue response to insulin (insulin 

resistance) and a decrease in the ability of pancreatic cells to secrete insulin in response to a glucose load 

[31]. Meanwhile, eleven features were obtained with an error rate of 0.5, namely gender, age, alcohol 

consumption, smoking, BMI results, systole, diastole, blood sugar, fasting blood sugar, and 2-hour blood 

sugar of 78.76% with 5-fold, and 75.73% with 10-fold. This accuracy is lower than using error levels of 0.3 

and 0.4, where there is no feature reduction at an error level of 0.5, so the model tends to become more 
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complex. Features with higher errors (high error rates) may be excluded from consideration. This result 

means that AdaBoost tends to select and focus on more accurate features when classifying data. This 

approach will provide a more precise final prediction [32]. Computing results using a laptop with Intel Core 

i7 7700HQ 3.80 GHz Processor specifications with 16 GB memory. Computation times are shown in  

Table 1. The regular Naïve Bayes method has faster computation times than AdaBoost-based Naïve Bayes. 

Ordinary Naïve Bayes may be a good choice if the research focuses more on computational time and 

relatively simple data. However, if looking for higher accuracy in complex data processing, AdaBoost-based 

Naïve Bayes may be a better choice. This research has succeeded in comprehensively investigating the 

improvement of Naïve Bayes performance with AdaBoost. However, additional and in-depth research may 

be needed to confirm this, especially regarding increasing the training data not limited to just three districts. 

Our research shows that optimizing the Naïve Bayes method with AdaBoost is more robust than the original 

method. Even though the AdaBoost method can improve Naïve Baye's performance, this method only 

focuses on feature selection. Therefore, future research must examine the classification process using 

ensemble learning methods (bagging, stacking, boosting) [33], [34]. The latest observations show that the 

AdaBoost method can determine optimal features for classifying type II diabetes mellitus using the Naïve 

Bayes method. Our findings provide definite evidence that this phenomenon is related to changes in features 

used rather than caused by an increase in the number of features. 

 

 

4. CONCLUSION 

From the evaluation results using cross-validation from experiments with a total of 890 data, the 

Naïve Bayes method with AdaBoost has the highest accuracy with 5-fold and 10-fold, namely 85.36% and 

87.95%, respectively. In contrast, the Naïve Bayes method has an accuracy of 79.44% with 5-fold and 

82.02% with 10-fold. There is an increase in accuracy of 5.92% for 5-fold and 5.93% for 10-fold. The 

addition of the AdaBoost method to diabetes classification provides a higher accuracy value compared to the 

Naïve Bayes algorithm without AdaBoost. So it is clear that applying the AdaBoost method to the Naïve 

Bayes algorithm can increase accuracy. AdaBoost combines several weak classification models into a more 

robust model that better combines information from multiple features. Naïve Bayes has naive assumptions 

regarding feature independence, meaning that the Naïve Bayes method assumes that features do not influence 

each other. Regarding computing time, the Naïve Bayes method produces a faster time than the Naïve Bayes 

method with AdaBoost and can carry out further comparisons with different methods. 
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