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 Content-based image retrieval (CBIR) is an important research area that 

focuses on emerging techniques for handling large image collections and 

enabling efficient retrieval. The main challenge of image retrieval is to 

extract relevant feature vectors for image description. Therefore, visual 

geometric group 19 (VGG19) with Jaccard is proposed in this research for 

CBIR. The VGG19 allows to capture of hierarchical features, and it is 

appropriate for texture and fine detail characteristics. It enables to 

production of robust and discriminative feature representations because of 

numerous convolutional layers. The Jaccard is utilized as a similarity 

measure among feature vectors by comparing the union and intersection of 

feature sets. It is helpful to manage sparse and higher-dimensional data that 

provides a fast and accurate image retrieval process. The Caltech 256 and 

Corel 1K datasets are considered and it is preprocessed by image resizing 

and normalization. The raw images are resized to ensure dataset similarity 

and normalized into the range of 0 and 1. The metrics such as recall, f-

measure, and average precision are used to calculate the VGG19-Jaccard 

performance. The VGG19-Jaccard achieves average precision of 99.0 and 

99.8% for Caltech 256 and Corel 1K datasets compared to the two-stage 

CBIR technique. 
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1. INTRODUCTION 

Content-based image retrieval (CBIR) is the process of retrieving images relevant to a query image 

from an extensive number of visual contents [1]. It is used to search for feature representation of an image to 

retrieve ranked image collection based on its similarity to the query instance [2]. Based on the visual content 

of a query image, CBIR searches for related images, with applications in areas such as online shopping, 

remote diagnostics, and facial recognition [3]. Due to the growing demand for image-based data retrieval 

systems, CBIR has become a leading technology in this field [4]. It takes most significant and broad 

applications in numerous areas such as architecture design, education, medical science, the Department of 

Justice, and Military affairs [5]. Image similarity plays a significant role in the CBIR system which ensures 

accurate matching and enhances the overall search experience [6]. The user submits the query, and the 

system retrieves images through the similarity criterion in descending way [7]. The dual fundamental steps of 

each CBIR are feature extraction and similarity measurements [8]. The CBIR has numerous upgrades which 
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are designed to enhance its efficiency and retrieval performance [9]. The CBIR schemes concentrate on 

prominent image features which enhances the retrieval accuracy and relevancy according to query search 

[10]. The major problem related to CBIR is to get significant data from raw data for removing the semantic 

gap [11]. It demonstrates the difference between high-level representations of images and low-level concepts. 

The visual feature represents the extracted images which are matched through others in data to identify 

similar images [12]. The image features represent the color or shape distribution of the image. The shape-

based image retrieval utilizes moment or edges while color-based retrieval utilizes a histogram of image pixel 

values [13]. Recently various global, local, and deep learning (DL) features have been developed for CBIR 

by considering various mid-level presentations and visual properties like color, shape, and texture. The main 

problem in CBIR is to calculate the relevance of query images based on dataset images [14], [15]. Most of 

the existing research mostly focused on matching similar images through leveraging multi-visual features 

[16]. In this context, several approaches related to some image retrieval methods that have been used in 

recent years are discussed along with their limitations. Taheri et al. [17] suggested a combination of low-

level features and a deep Boltzmann machine for CBIR (LB-CBIR). The feature vector integrated low-level 

and mid-level features. The low-level feature extraction contains shape, color, and texture which are 

accomplished through auto-correlogram, Gabor wavelet transform, and multi-level fractal dimension. The 

mid-level features are extracted by a deep Boltzmann machine. The LB-CBIR has better performance 

because of its low-level feature extraction. However, it does not concentrate and extracts the high-level 

features which affect the model’s flexibility. Fadaei et al. [18] presented a multi-scale averaging local binary 

patterns for CBIR. Initially, the image was created in various scales, and texture features were extracted from 

the image scale. Lastly, extracted features of various ranges are integrated to create the last feature vector. 

Every local pattern suffers from major drawbacks in that it does not handle basic image data. It addressed 

overfitting and generalization issues, but the similarity was not measured thereby reducing the CBIR 

performance.  

Wang et al. [19] introduced a two-stage CBIR by sparse representation and feature fusion. The 

generalized search tree (GIST) features are primarily applied to retrieve images with the same scene data by 

calculating Canberra distance. Then, sparse coding and pooling features are applied to attain a sparse 

presentation of local features from retrieval results. At last, the Euclidean distance is applied to calculate 

sparse feature vector similarity to obtain better retrieval results. Nevertheless, it fails to detect the irregular 

shape images and reduces the interpretability which affects the performance of CBIR. Geetha et al. [20] 

developed an image retrieval for extracting local features that depended on a combination of scale-invariant 

feature transform (SIFT) and KAZE. The strength of the local feature descriptor SIFT was complemented 

through the global feature descriptor KAZE. The SIFT focused on the whole image area by featuring fine 

points and ponders of KAZE on boundary details. The combination of local and global feature descriptors 

enhanced an image retrieval that has a diverse classification of semantics and supports to attain good results 

in huge-scale retrieval. However, the method required a high amount of objects to search. Rahbar and Taheri 

[21] implemented a triplet loss function-based binary cross-entropy for CBIR. It enables deep metric learning 

and creates discriminative feature space with the highest discriminative among classes and distance. The 

image features are extracted through pre-trained CNN. Then, the Siamese network was trained to build 

discriminative feature space by deep metric network. The model does not extract many informative and 

hierarchical patterns due to vanishing gradient issues. However, its generalization performance was reduced, 

and bridging the semantic gap problem occurred among low-level and high-level semantic features.  

From the above analysis, the existing techniques have limitations such as not concentrating and 

extracting the high-level features which affect the model’s flexibility. The similarity was not measured 

thereby reducing the CBIR performance. Struggles to detect irregular shape images reduce interpretability 

and require a large number of objects to search. The generalization performance was reduced and bridging 

the semantic gap problem occurred among low-level and high-level semantic features. To tackle these 

limitations, the visual geometric group 19 (VGG19) with Jaccard is proposed in this research. The key 

contributions are stated s follows: the VGG19 is selected for feature extraction which effectively captures a 

hierarchical feature with more information in the image because of numerous convolutional layers. It is 

useful in producing fine and layered vision characteristics which is helpful in matching images at CBIR. 

Jaccard is used to compare the similarity and image divergence of different samples due to its effectiveness. 

It enables better-discriminating images which have semantic content at a higher level. This research paper is 

systematized as: section 2 describes the details of the proposed methodology. Section 3 explains the results 

and discussion. The conclusion of this research paper is given in section 4. 
 

 

2. RESEARCH METHOD 

The VGG19 with Jaccard is proposed for CBIR system. Dataset such as Caltech 256 and Corel 1K 

are prepossessed by using image resizing and normalization. It is extracted by using VGG19 which generates 
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a feature vector that presents the key visual characteristics of images. Then, the similarity is calculated by 

Jaccard, and the images are retrieved. Figure 1 denotes the process of the proposed methodology.  

 

 

 
 

Figure 1. Process of the proposed methodology 

 

 

2.1.  Dataset 

This research utilizes the Caltech 256 and Corel 1K datasets which are detailed with the total 

number of classes and images. The Caltech 256 dataset [22] has 30,607 images across 256 classes, every 

class has a minimum of 80 images. The dataset includes various classes such as rings, brains, and diamonds. 

The Corel 1K dataset [23] has 10,000 images across 1,000 classes, every class has 100 images. The dataset 

includes various classes such as cake, flower, and bus. The dataset is divided into training and testing ratio of 

70:30. Table 1 represents a dataset description. 
 

 

Table 1. Dataset description 
Dataset Number of classes  Number of images Image size 

Caltech 256 256 30,607 300×200 pixels  
Corel 1K 1,000 10,000 128×128 pixels 

 

 

2.2.  Preprocessing 

The Caltech 256 and Corel 1K datasets are preprocessed by using image resizing and normalization. 

Each dataset has a different size of images, so it is resized and normalized into the scale of 0 and 1. The 

explanation of image resizing and normalization is given as follows,  
 

2.2.1. Image resizing 

The DL algorithm quickly trains with small image sizes. As the raw input images vary in size 

various DL algorithms require the image to resize in the same dimension. It is required to standardize the 

image size before training. Therefore, raw images are resized into 256×256 dimensions to ensure dataset 

similarity. The pixel values are adjusted to small size and inappropriate regions are removed during the 

resizing process.  
 

2.2.2. Normalization 

The normalization is used to uniform the values from different query results which generate values 

in 0 to 1 ranges [24]. The normalized scores on every feature are multiplied through weights to achieve a 

total score. If 𝑥 is an image value, 𝑥𝑚𝑎𝑥  is a maximum score and the normalized score 𝑥′ is estimated by (1). 
 

𝑥′ = 1 −
𝑥

 𝑥𝑚𝑎𝑥
  (1) 
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2.3.  Feature extraction 

The VGG19 has three fully connected (FC) and sixteen 2D convolution (conv) layers [25]. In the 

training phase, the conv layer is used for feature extraction, and the max-pooling layer with few conv layers 

is used to reduce the feature dimensionality. The VGG19 is selected for feature extraction because of its 

effectiveness in capturing features with much information. It is efficient in producing fine and layered vision 

characteristics which are useful in matching images at CBIR. Initially, the 2D conv layer is applied distinctly 

to every input image by the rectified linear unit (ReLU) activation function for spatial feature extraction. It 

has 64 filters through the ReLU function. To create conv results with less complexity, a max-pooling layer is 

applied with a 2×2 matrix which performs a down-sampling procedure. Then, three dual conv layers have 

128 filters with the matrix of 3×3 which utilized the ReLU function. These included layers allow VGG19 to 

differentiate higher-level features that have been lost in past conv layers. Then, max-pooling by 2×2 pooling 

is followed by four 2D conv layers which have the formation of 256 filters with a matrix of 3×3 that is 

followed by max-pooling and the 2D conv layer has a formation of 512 filters with max-pooling. Then, four 

more 2D conv layers have a formation of 1,024 filters which is followed by max-pooling. Two fully 

connected (FC) layers are organized through 4,096 neurons and ReLU function which is followed by FC 

layer with neurons of 1,000. Lastly, the output is minimized to dual classes through the softmax activation 

function. The variance among true and predicted scores for VGG19 is attained by using binary cross-entropy 

loss function which is estimated by (2), where, 𝑦 and 𝑦̂ are true and predicted labels.  
 

𝑙𝑜𝑠𝑠 = −[𝑦𝑙𝑜𝑔(𝑦̂) + (1 − 𝑦) 𝑙𝑜𝑔(1 − 𝑦̂)]  (2) 

 

2.3.1. Convolution layer 

The convolution layer is a main element in VGG19 which utilizes a group of input images and 

filters to develop 2D layers. The VGG19 enables the model to record image function due to the weight 

distribution with less cost. In the CBIR, it has sixteen conv layers and a 3×3 filter. Every conv layer is 

applied as a set of kernels to the input which captures spatial hierarchies such as textures, edges, and intricate 

structures. The VGG19 stacks numerous conv layers before max-pooling which enables deep feature 

extraction among various levels.  

 

2.3.2. Max polling layer 

The max pooling is used for image feature extraction which is the most usual form of pooling layer. 

It used a 2×2 filter for selecting the conv layer of the activation map. The pooling layer minimizes the size 

and execution parameters in the network that handle overfitting and enhances the network process. The 

VGG19 reduces the computational load and overcomes the overfitting issues by reducing the number of 

parameters. The max pooling is applied after each two or three conv layers which contribute to capturing 

hierarchical patterns in data. 

 

2.3.3. Rectified linear unit 

The ReLU is a type of activation function that calculates the input values and it requires less 

computer resources compared to other activation functions. The neural networks are trained through VGG19 

which has backpropagation stages and modified the weights to reduce losses for every epoch. If the number 

of layers is enhanced, the gradients are decreased linearly which reduces the gradient score. If the gradient is 

zero because of activation it pushes the score to 0 which is known as a vanishing gradient issue. The ReLU is 

given in (3). 
 

𝑅𝑒𝐿𝑈(𝑥) = 𝑚𝑎𝑥(0, 𝑥) = {
0, 𝑖𝑓 𝑥 ≤ 0
𝑥, 𝑖𝑓 𝑥 > 0

  (3) 

 

The ReLU is used after every conv and FC layer which presents non-linearity through converting all 

negative scores in the feature map to 0. It assists in training deep networks by reducing vanishing gradient 

issues. This assists in boosting the training process due to efficiency which requires simple threshold 

operation. In VGG19, ReLU enhances the capability to learn intricate patterns which enables it to provide 

better performance in CBIR.  

 

2.3.4. Fully connected layer 

In VGG19, the FC layer is used to transform higher-level features extracted by conv layers into final 

classifier outputs. After conv, pooling layers, the output is flattened and fed into the FC layer. The VGG19 

has three FC layers such as the first two have 4096 units, and the last one has 1,000 units. These layers are 

followed by ReLU and the final FC layer generates class probabilities. Figure 2 displays the VGG19 

architecture. 
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Figure 2. Architecture of VGG19 
 

 

2.4.  Similarity measure 

The similarity is determined by comparing images and the similarity among image images is 

detected when its neighbors are similar. The Jaccard is used to compare the similarity and image element 

divergences in various samples due to its efficiency. It is helpful in CBIR because it reflects the number of 

intersection sets when comparing dissimilar and similar images. It enables better discriminative images that 

have semantic content at a higher level, and it is beneficial in focusing on the semantic gap. The similarity is 

calculated by using the Jaccard similarity measure as (4).  
 

𝐽𝑆(𝑥, 𝑦) =
|𝑥⋂𝑦|

|𝑥⋃𝑦|
=

|𝑥⋂𝑦|

|𝑥|+|𝑦|−|𝑥⋂𝑦|
  (4) 

 

Where 𝐽𝑆 is Jaccard similarity, |𝑥| and |𝑦| are number of elements in 𝑥 and 𝑦, the |𝑥⋂𝑦| is the size of the 

intersection of set 𝑥 and 𝑦, |𝑥⋃𝑦| is the size of the union of set 𝑥 and 𝑦. Initially, the similarity score among 

image graphs is initialized to NULL which denotes no images. Then, the model calculates a similarity score 

for every pair among images 𝑖 and 𝑗 and includes the result in the similarity score. Lastly, it returns the final 

similarity score. Therefore, the similarity between the actual image and query image results in better retrieval 

images. The suitable images related to query images are accomplished through feature extraction and 

similarity calculation. Figure 3 shows an example of image retrieval from the Caltech 256 dataset of the 

query image (Figure 3(a)) and the retrieved image (Figure 3(b)). Figure 4 shows an example of image 

retrieval from the Corel 1K dataset of the query image (Figure 4(a)) and the retrieved image (Figure 4(b)). 
 

 

  
(a) (b) 

 

Figure 3. Sample of image retrieval from Caltech 256 dataset (a) query image and (b) retrieved images 
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(a) (b) 

 

Figure 4. Sample of image retrieval from Corel 1K dataset (a) query image and (b) retrieved images 

 

 

3. RESULTS AND DISCUSSION 

The proposed VGG19-Jaccard is implemented in the environment of Python 3.10 with system 

configuration of Windows 10 OS, Intel Core i5, and 8 GB RAM. The metrics such as recall, f-measure, and 

average precision are used to calculate the VGG19-Jaccard performance. These metrics are formulated in (5)-

(7). Where 𝑇𝑃 and 𝐹𝑁 are true positive and false negative, 𝑅𝑛 and 𝑃𝑛 are recall and precision at 𝑛th 

threshold, 𝑅𝑛−1 is a recall at 𝑛 − 1th threshold. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100  (5) 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
× 100  (6) 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ∑ (𝑅𝑛 − 𝑅𝑛−1)𝑃𝑛𝑛 × 100  (7) 

 

Table 2 displays the different feature extraction results with metrics of recall, f-measure, and 

average precision for Caltech 256 and Corel 1K datasets. The InceptionV1, MobileNetV3, and ResNet151 

are taken as existing techniques to compare the result values of VGG19. The VGG19 achieves 99.5%, 

99.3%, and 99.0% of recall, f-measure, and average precision for the Caltech 256 dataset. The VGG19 

achieves 98.8, 98.8, and 99.8% of recall, f-measure, and average precision for the Corel 1K dataset. 

Table 3 displays the different loss function results with metrics of recall, f-measure, and average 

precision for Caltech 256 and Corel 1K datasets. The mean square error (MSE), mean absolute error (MAE), 

and cross-entropy are taken as existing techniques to compare the result values of Jaccard. The Jaccard 

achieves 99.5, 99.3, and 99.0% of recall, f-measure, and average precision for the Caltech 256 dataset. The 

Jaccard achieves 98.8, 98.8, and 99.8% of recall, f-measure, and average precision for the Corel 1K dataset. 

Table 4 displays the average precision by different distance measure results in terms of with and 

without VGG19 for Caltech 256 and Corel 1K datasets. Cosine and chi-square are taken as existing 

techniques to compare the result values of Jaccard. The Jaccard achieves 32.17 and 49.28 in terms of with 

and without VGG19 for the Caltech 256 dataset. The Jaccard achieves 31.57 and 50.70 in terms of with and 

without VGG19 for the Corel 1K dataset. 

Table 5 displays the proposed methodology results with metrics of recall, f-measure, and average 

precision for Caltech 256 and Corel 1K datasets. The EfficientNet, DenseNet121, and CNN are taken as 

existing techniques to compare the result values of VGG19-Jaccard. The VGG19-Jaccard achieves 99.5, 

99.3, and 99.0% of recall, f-measure, and average precision for the Caltech 256 dataset. The VGG19-Jaccard 

achieves 98.8, 98.8, and 99.8% of recall, f-measure, and average precision for the Corel 1K dataset. 

 

 

Table 2. Results for different feature extraction 
Dataset Method Recall (%) F-measure (%) Average precision (%) 

Caltech 256 InceptionV1 96.5 96.7 96.8 

MobileNetV3 97.2 97.5 97.7 
Resnet151 98.3 98.4 98.6 

VGG19  99.5 99.3 99.0 

Corel 1K InceptionV1 97.3 97.0 97.6 
MobileNetV3 98.0 98.0 98.0 

Resnet151  95.8 96.0 96.1 

VGG19 98.8 98.8 99.8 
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Table 3. Result for different loss function 
Dataset Method Recall (%) F-measure (%) Average precision (%) 

Caltech 256 MSE  97.0 96.8 96.5 
MAE  96.5 96.6 96.8 

Cross entropy  96.8 96.7 96.6 

Jaccard 99.5 99.3 99.0 
Corel 1K MSE  97.5 97.3 97.1 

MAE  96.8  97.5 96.9 

Cross entropy  96.9 97.1 97.0 
Jaccard 98.8 98.8 99.8 

 

 

Table 4. Result for average precision with different distance measure 
Dataset Method With VGG19 Without VGG19 

Caltech 256 Cosine 35.56 56.39 

Chi-square 35.25 57.63 

Jaccard 32.17 49.28 

Corel 1K Cosine 36.92 69.75 

Chi-square 40.17 68.08 

Jaccard 31.57 50.70 
 

 

Table 5. Result of the proposed methodology 
Dataset Method Recall (%) F-measure (%) Average precision (%) 

Caltech 256 EfficientNet 98.6 98.6 98.8 

DenseNet121 98.4 98.4 98.6 

CNN 97.9 97.9 98.1 
VGG19-Jaccard  99.5 99.3 99.0 

Corel 1K  EfficientNet 98.2 98.2 98.3 

DenseNet121 97.9 97.9 98.0 
CNN 97.5 97.5 97.7 

VGG19-Jaccard  98.8 98.8 99.8 

 
 

3.1.  Comparative analysis 

In this context, the comparative analysis with the proposed VGG19-Jaccard is presented in terms of 

various metrics such as recall, f-measure, and average precision. The existing methods such as LB-CBIR [17] 

and Two-stage CBIR [19] are considered which is compared with the proposed VGG19-Jaccard for both 

datasets such as Catech-256 and Corel 1K. The VGG19-Jaccard achieves 99.5, 99.3, and 99.0% of recall, f-

measure, and average precision for the Caltech 256 dataset. The VGG19-Jaccard achieves 98.8, 98.8, and 

99.8% of recall, f-measure, and average precision for the Corel 1K dataset. Table 6 displays the comparative 

analysis. 
 
 

Table 6. Comparative analysis 
Dataset Method Recall (%) F-measure (%) Average precision (%) 

Caltech 256 LB-CBIR [17] NA  NA 32.12 
Two-stage CBIR [19] 0.24 0.38 NA 

VGG19-Jaccard  99.5 99.3 99.0 

Corel 1K LB-CBIR [17] NA 16.83 99.2 
VGG19-Jaccard  98.8 98.8 99.8 

 

 

3.2.  Discussion 

The limitations of existing methods and advantages of the proposed method are discussed in this 

section. The existing techniques such as LB-CBIR [17] do not concentrate and extract the high-level features 

that affect the model’s flexibility. Multi-scale averaging local binary patterns [18] does not concentrate and 

extracts the high-level features that affect the model’s flexibility. Two-stage CBIR [19] fails to detect the 

irregular shape images and reduces the interpretability which affects the performance of CBIR. The SIFT-

KAZE [20] required a high number of objects to search. In the triplet loss function [21], generalization 

performance was reduced, and bridging the semantic gap problem occurred among low-level and high-level 

semantic features. To overcome these limitations, this research proposes a VGG19-Jaccard for CBIR. The 

VGG19 enables to capture of hierarchical features and is suitable for characterizing texture and fine details. 

The pre-trained weights of VGG19 allow to generation of discriminative and robust feature representations 

thereby enhancing CBIR performance. The Jaccard is used as a similarity measure among feature vectors by 

comparing the intersection and union of feature sets. It helps manage high-dimensional and sparse data which 

provides quick and accurate image retrieval. 
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4. CONCLUSION 

This research proposes a VGG19 with Jaccard for CBIR. The VGG19 is used for feature extraction 

that efficiently captures a hierarchical feature with more information in the image due to numerous 

convolutional layers. It helps create fine and layered vision characteristics. The Jaccard is used to compare 

the similarity and image divergence of various samples because of its effectiveness. Moreover, it enables 

better discriminative images that have semantic content at a higher level. The raw dataset images are resized 

into particular dimensions to ensure dataset similarity. Then, the normalization is used to uniform the values 

from different query results which generates values in 0 to 1 ranges. The VGG19-Jaccard achieves an 

average precision of 99.0 and 99.8% for Caltech 256 and Corel 1K datasets. In the future, other neural 

networks will be discovered to further enhance the CBIR performance. 
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