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 This study proposes a hybrid filtering algorithm (HFA) that combines 

extreme gradient boosting (XGBoost), content-based filtering (CBF), and 

collaborative filtering (CF) to improve recommendation accuracy in 

electronic commerce (e-commerce). XGBoost first leverages demographic 

data (e.g., age, gender, and location) to address cold start conditions, 

producing an initial product prediction; CBF refines this prediction by 

measuring product similarities through term frequency-inverse document 

frequency (TF-IDF) and cosine similarity, while CF (implemented via 

singular value decomposition) further incorporates user interaction patterns 

to enhance recommendations. Experimental results across multiple datasets 

demonstrate that HFA consistently outperforms standalone XGBoost in key 

metrics, including precision, F1-score, and hit ratio (HR). HFA’s precision 

often exceeds 90%, indicating fewer irrelevant recommendations. Although 

recall levels remain modest, HFA exhibits stronger adaptability under cold 

start scenarios due to its reliance on demographic features and user-item 

interactions. These findings highlight the efficacy of combining advanced 

machine learning with hybrid filtering techniques, offering a more robust 

and context-aware solution for e-commerce recommendation systems.  
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1. INTRODUCTION 

Electronic commerce (e-commerce) refers to the purchasing and selling of information, goods, and 

services via the internet [1], [2]. With the advancement of the internet and smart devices, e-commerce has 

become an integral part of daily life, offering a wide range of products with significant variation, which can 

make it challenging for users to choose items that match their preferences. To address this, recommendation 

systems have been developed, mimicking natural social behaviors such as word-of-mouth suggestions to 

guide user decisions by predicting future preferences based on past evaluations [3], [4]. Two widely used 

approaches in recommendation systems are content-based filtering (CBF) and collaborative filtering (CF). 

CBF suggests items with similar attributes to those a user has previously shown interest in [5], [6], while CF 

recommends products by analyzing similarities between users based on their interaction history [7], [8]. 

However, both methods have limitations. CBF can suffer from overspecialization, offering overly 

similar suggestions, while CF is susceptible to data sparsity and cold start problems, particularly when 

dealing with new users lacking sufficient historical data [9]. To overcome these issues, hybrid systems that 

combine CF and CBF have been proposed. Sharma et al. [10] integrated CF and CBF, achieving a 

significantly lower mean absolute error (MAE) than either method alone, while Li et al. [11] and  

https://creativecommons.org/licenses/by-sa/4.0/
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Bahl et al. [12] further confirmed that hybrid CF-CBF systems outperform standalone approaches. 

Nevertheless, these models still depend on existing user interaction data and do not fully resolve the cold start 

problem. Advancements in CF, such as integrating singular value decomposition (SVD), have improved 

accuracy and reduced sparsity [13], [14], yet cold start scenarios remain a challenge due to insufficient user 

interaction data. 

Parallel improvements in CBF have been made through enhanced similarity measures and 

integration with machine learning. Abdurrafi and Ningsih [15] used cosine similarity with CBF to achieve 

high precision, while Shahbazi et al. [16] enhanced CBF by integrating it with extreme gradient boosting 

(XGBoost), achieving superior accuracy over various machine learning models. Similarly, Malek et al. [17] 

demonstrated XGBoost’s strength in handling imbalanced data, reinforcing its value as an initial predictor. 

Despite promising results from hybrid CF-CBF systems and XGBoost-enhanced CBF models, gaps remain-

particularly in incorporating demographic features (e.g., age, gender, and location) and fully integrating 

XGBoost with both CBF and CF to balance content and user behavior data. 

Based on these insights, this study proposes a novel hybrid filtering algorithm (HFA) that integrates 

XGBoost, CBF, and CF-SVD to address the cold start problem and enhance recommendation accuracy. 

XGBoost functions as the initial predictor, utilizing demographic data, followed by refinement through 

CBF’s content similarity and CF-SVD’s interaction-based recommendations. The final recommendation 

output is generated through a weighted scoring mechanism that balances relevance and diversity. Compared 

to standalone XGBoost, this integrated framework consistently achieves higher precision, F1-scores, and hit 

ratios (HRs) across various datasets and scenarios. The remainder of this paper is structured as follows: 

section 2 reviews the literature, section 3 presents the methodology, section 4 discusses experimental results, 

and section 5 concludes with future research directions. 

 

 

2. RESEARCH METHOD 

This study has introduced a HFA that combines XGBoost, CBF, and CF to improve 

recommendation accuracy in e-commerce, as illustrated in Figure 1. Initially, XGBoost utilizes demographic 

data, such as age, gender, and location, to make preliminary product recommendations for new users. 

Subsequently, CBF refines these recommendations by assessing the similarity between products using term 

frequency-inverse document frequency (TF-IDF) and cosine similarity. Finally, CF employs singular value 

decomposition to incorporate user interactions with products, further improving the overall 

recommendations.  

 

 

 
 

Figure 1. The proposed method 
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2.1.  Dataset 

The first dataset was obtained from Kaggle and is titled “E-commerce sales data 2023-24” [18] This 

dataset consists of transaction data from 2024 (E-commerce sales data 2024), product details 

(product_detail), and user-related data (customer_detail). The second dataset used is titled 

“Brazilian_ecommerce_analyses_v2” [19]. The transaction dataset is a combination of olist_order_dataset, 

olist_order_items, and olist_order_reviews_dataset. However, product details are sourced from 

olist_products_dataset, while user details are extracted from olist_customer_dataset. The third dataset is titled 

“Ecommerce_bigQuery” [20]. This dataset has a structure like the “E-commerce sales data 2023-24” dataset 

but with different naming conventions. For instance, the transaction dataset is labeled “order_item,” the 

product dataset is named “product_old,” and the user dataset is referred to as “user_old.” 

Although all three datasets contain similar e-commerce elements, focusing on transactions, products, 

and customers, they differ in data organization and naming conventions. 

“Brazilian_ecommerce_analyses_v2” has the most comprehensive structure, including review data and 

integrated transaction information. However, since the datasets used are not ideal compared to those utilized 

by real-world e-commerce platforms, the authors have applied several modifications to enhance their 

suitability for this study. 

 

2.2.  Data pre-processing 

The process begins with raw data, which is first preprocessed to ensure quality and relevance. This 

pre-processing stage typically includes cleaning data, handling missing values, encoding categorical values, 

and selecting features. Once pre-processed, the data is ready for the model training and evaluation phase. For 

the process, the authors will use the first dataset for simulation. 

 

2.2.1. Handling missing value 

We utilize a two-step process for addressing missing values specifically within the product 

dataframe. The first step involves eliminating columns that contain NaN (missing) or null values, as detailed 

in Table 1. The second step consists of removing columns that are not relevant for input into the model, as 

outlined in Table 2. 
 

 

Table 1. List of products dataframe columns that mostly contain NaN or null values 
Brand Name Asin List Price 

Quantity Sku Stock 

Product details Dimension Color 

Ingredients Direction to use Size quantity variant 
Product description 

 

 

Table 2. List of products dataframe columns that have no relevance to the model 
Variants Product url Image 

Is Amazon seller 

 

 

2.2.2. Create main transaction dataframe and split process 

The process of unification is critical as it necessitates a reference dataframe that includes the 

complete transaction history of the system. Developing a primary transaction dataframe and managing the 

split process within a workflow for data merging is a fundamental technique in data pre-processing. This 

approach is particularly relevant when dealing with datasets that contain transactional information. Figure 2 

illustrates the unification process visually. 

After constructing the complete transaction dataset in the full_transaction_df dataframe, the next 

step is to derive three specialized dataframes rating, product, and user that are essential for preparing the data 

for model training. These dataframes are created by selectively extracting and transforming relevant subsets 

of information from the comprehensive transactional data. The rating dataframe typically includes user-

product interaction data, such as ratings or purchase frequency, serving as a critical input for 

recommendation algorithms. The product dataframe captures details about individual products, including 

product IDs, names, categories, and other descriptive attributes. Similarly, the user dataframe aggregates 

user-related information, such as user IDs and demographic or behavioral features when available. By 

organizing the data into these distinct but interrelated structures, the modeling process becomes more 

streamlined and interpretable. The composition and structure of each of these dataframes are outlined in 

Table 3, offering a clear overview of the attributes included and their respective roles in the recommendation 

system pipeline. 
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Figure 2. Flow merging dataframe 

 

 

Table 3. Composition of rating, product, and user dataframe formation 
Dataframe Component Data Type (dataframe) 

Df_rating User ID Int32 

Product ID Int32 
Review rating Float64 

Df_user User ID Int32 

Age Int64 
Gender Int32 

Location Int32 

Df_Product Product ID Int32 
Product name Object 

 

 

2.3.  XGBoost 

XGBoost is a scalable end-to-end tree [21]. In this context, the XGBoost model predicts a single 

product (product ID) deemed most relevant for each user based on demographic features. This prediction 

serves as the "seed" or starting point in the hybrid recommendation system, allowing the results to be further 

refined using the CBF approach. The output of this model consists of a list of predicted product IDs, which 

serve as input for the following recommendation stage. The role of XGBoost in this hybrid model is as 

follows, i) Pre-prediction of products: before generating further recommendations (e.g., identifying similar 

products or estimating ratings using CF), the system aims to determine an initial product that is likely to be 

preferred by the user and ii) Utilization of demographic features: features such as age, gender, and location 

often serve as initial indicators of product preferences. The XGBoost model processes this data and maps it to 

a specific product. 

 

2.4.  Content-based filtering with TF-IDF and cosine similarity 

In this research, CBF will employ TF-IDF and cosine similarity. TF-IDF converts product text data 

into numerical vectors by calculating the product of term frequency and inverse document frequency [22]. 

Cosine similarity then quantifies the angular distance between these vectors, reflecting how closely related 

two products are [23]. The initial step involves utilizing TfidfVectorizer to transform text data into numerical 

vector representations. After obtaining the TF-IDF representations for each product, we compute cosine 

similarity to assess product similarity. After establishing the similarity matrix, we proceed to identify 

products that are similar to a reference product, which is the product that XGBoost predicts. 
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2.5.  Collaborative filtering using SVD (surprise) 

CF in this study is implemented via SVD, a matrix factorization technique that decomposes the user-

item rating matrix into latent factors [24]. Once the SVD model is trained, it predicts ratings for each (user, 

product) pair. If a user is known (present in the training data), the system applies the predicted ratings; for 

cold start scenarios (new users), it returns to recommending popular products. 

 

2.6.  Hybrid model 

HFA is a recommendation system that integrates two or more approaches (CBF and CF in this 

study) to leverage the strengths of each method while mitigating the limitations of individual techniques. 

Based on Figure 1, the proposed hybrid system consists of three main components, i) XGBoost as pre-

prediction of products: the XGBoost model generates an initial prediction, identifying the most relevant 

product based on user features such as age, gender, and location. This component produces an initial 

recommendation, acting as a “seed” for finding similar items; ii) CBF: once XGBoost has identified a 

product, CBF is used to find similar products to the predicted item. This approach employs TF-IDF to 

convert product descriptions or names into numerical vector representations and cosine similarity to measure 

the degree of similarity between products. The CBF component returns a list of products that share content-

based similarities with the initial product and their respective similarity scores; and iii) CF: the CF 

component utilizes the SVD model from the surprise library to predict user ratings for each product. If a user 

has an interaction history (e.g., ratings or past purchases), CF estimates the likelihood of the user preferring 

certain products. If the user is new and does not exist in the training data (cold start scenario), the system 

applies a fallback strategy, recommending popular products. This ensures the generation of predicted ratings 

(preference scores) for each product, from which the highest-scoring products are selected. 

After getting the output from each of the above components, the next step is to combine the scores 

from CBF and CF. This is done using the weighted combination formula as in (1).  
 

𝐻𝐹𝐴_𝐹𝑖𝑛𝑎𝑙𝑆𝑐𝑜𝑟𝑒 =
(𝛼∗0.5)+(𝛽∗0.5)

2
 (1) 

 

Where α is CF score and β is CBF score. 

 

2.7.  Evaluation 

One of the evaluation methods used in this study is the HR. HR is a metric used to evaluate the 

performance of a recommendation system by measuring how often the model predicts products that are 

relevant to the user [25]. The calculation formula for HR can be seen in (2). 
 

𝐻𝑅 =
𝑡

𝑛
 (2) 

 

Where HR is the hit ratio, t is the number of correct predictions, and n is the total number of user interactions. 

In addition to using the HR evaluation method, the study will use the accuracy, precision, recall, and 

F1-score evaluation methods. This method functions to evaluate the performance of the recommendation 

system by assessing how accurately the model predicts products that interact with users [26]. The calculation 

formula for evaluating accuracy, as in (3), precision, as in (4), recall, as in (5), and F1-score, as in (6). 
 

𝐴𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (3) 

 

𝑃𝐶𝑆 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (4) 

 

𝑅𝐶 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (5) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝐶 ×𝑃𝐶𝑆

𝑅𝐶+𝑃𝐶𝑆
 (6) 

 

Where AC is accuracy, PCS is precision, RC is recall, F1-score is F1-score, TP is true positive, TN is true 

negative, FP is false positive, and FN is false negative. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Evaluation based on cold start scenario 

To evaluate the model's capability in handling cold start cases, particularly the user cold start 

scenario, the authors conducted an experiment in which the model was required to generate recommendations 
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for new users. This case was achieved by isolating a subset of users and all their associated transactions. The 

results of the model evaluation are as follows.  

Reviewing Table 4, in handling user cold start cases, the HFA model outperforms in all evaluation 

metrics. Regarding accuracy, HFA demonstrates a 9% improvement (40% for XGBoost vs. 49% for HFA), 

indicating that HFA is more accurate in predicting recommendations for new users. Regarding precision, 

HFA achieves 100%, as the HFA method tends to be highly selective in cold start scenarios, emphasizing 

CBF and/or CF to minimize noise. From a recall perspective, HFA is more effective in identifying relevant 

products. Despite the limited interaction data for new users, HFA benefits from CBF and/or CF, which 

increases the likelihood of finding relevant products. Unlike XGBoost, which relies solely on demographic 

data, the XGBoost-CBF and/or CF approach enhances the probability of identifying relevant items. 

 

 

Table 4. XGBoost and HFA comparison by accuracy, precision, recall, F1-score, and HR based on cold start 

problem 
 XGBoost (%) HFA (%) 

Accuracy 40 49 

Precision 45 100 

Recall 40 49 
F1-score 42 65 

HR 25.25 29.25 

 

 

The F1-score analysis indicates a better balance between precision (100%) and recall (49%) in HFA, 

compared to XGBoost, which has precision (47%) and recall (42%). However, it is important to note that 

while high precision (100%) ensures highly confident recommendations, the low recall (49%) suggests that 

the model is overly conservative, focusing only on the most certain recommendations while overlooking 

some relevant ones. The HR also aligns with the overall performance improvement, as recommendations 

generated by HFA more frequently match the actual user preferences, even with limited user data. 

 

3.2.  Evaluation based on model adaptability 

A detailed comparison of the XGBoost and HFA methods is shown in Tables 5 and 6, highlighting 

how well they perform on three different e-commerce datasets: e-commerce sales data 2023–24, Brazil e-

commerce analysis v2, and Ecommerce_bigQuery. These datasets were chosen to represent various market 

contexts and data characteristics, facilitating a thorough evaluation of the model's effectiveness. The 

comparison emphasizes several key performance metrics commonly utilized in classification and 

recommendation tasks, including accuracy, precision, recall, F1-score, and average HR. Accuracy measures 

the overall correctness of the model’s predictions, while precision and recall offer information about the 

model’s ability to accurately identify relevant instances and retrieve all potential relevant results, 

respectively. The F1-score, which is the harmonic mean of precision and recall, provides a balanced 

perspective on both metrics. Lastly, the average HR assesses the success rate of the recommendation 

component, indicating how frequently the recommended items align with actual user interactions. By looking 

at these metrics together, the tables provide a straightforward way to compare the strengths and weaknesses 

of the XGBoost and HFA methods in different e-commerce data situations. 

The HFA method consistently does better than XGBoost in all three datasets e-commerce sales data 

2023–24, Brazil e-commerce analysis v2, and Ecommerce_bigQuery especially in terms of accuracy, 

precision, and average HR. Among these metrics, precision demonstrates the most significant and consistent 

enhancement, with HFA surpassing XGBoost in every dataset. Although the recall and accuracy may see 

slight increases, remain stable, or experience marginal declines depending on the dataset, these fluctuations 

are minor compared to the consistently elevated precision achieved by HFA. Consequently, the F1-score is 

generally higher for HFA due to its strong precision component. The average hit ratio also sees 

improvements with HFA, although the extent of this improvement varies by dataset. In the 

Ecommerce_bigQuery dataset, HFA shows a slightly lower accuracy of 21% compared to XGBoost's 22%. 

Across all datasets, HFA achieves an impressive precision range of 92–98%, signifying its 

capability to generate more accurate and targeted recommendations while minimizing false positives. This 

performance indicates that HFA, which combines XGBoost with content-based and collaborative filtering 

techniques, implements a more stringent selection process when recommending items. While this approach 

decreases the number of incorrect predictions, it also creates a noticeable disparity between precision and 

recall, suggesting that some relevant items may not be included. This trade-off underscores HFA’s focus on 

delivering high-quality recommendations over maximizing coverage, making it particularly effective in 

scenarios where relevance and user satisfaction are paramount. 
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Table 5. XGBoost test results with different datasets 
Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%) Average HR (%) 

E-commerce sales data 2023-24 32 47 32 38 27.5 
Brazilian_ecommerce_analyses_v2 26 74 23 31 24.6 

Ecommerce_bigQuery dataset 22 78 22 29 24.2 

 

 

Table 6. HFA test results with different datasets 
Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%) Average HR (%) 

E-commerce sales data 2023-24 33 92 33 46 34.4 

Brazilian_ecommerce_analyses_v2 26 94 25 36 32.4 

Ecommerce_bigQuery dataset 21 98 21 32 26.5 

 

 

4. CONCLUSION 

The HFA-integrating XGBoost, CBF, and CF consistently outperform standalone XGBoost across 

various evaluation metrics. By combining content similarity with user preference data, HFA achieves higher 

precision, a better F1-score, and an improved HR in both general and cold start scenarios. This approach 

adapts well to different datasets, providing more stable and relevant recommendations, although there 

remains a need to enhance recall and scalability for large datasets further. Overall, HFA’s performance 

advantages make it a more reliable choice for complex recommendation systems than XGBoost, which relies 

heavily on static features and exhibits less stable performance. With additional refinements aimed at 

improving recall and optimizing cold start handling, HFA has the potential to evolve into a robust solution 

that effectively capitalizes on the strengths of both content-based and CF. Next, researchers can explore 

transitioning from traditional CF to neural collaborative filtering (NCF), which uses specialized embeddings 

for user-product interactions and neural networks for more accurate predictions. CBF can also benefit from 

advanced language models like bidirectional encoder representations from transformers (BERT) or other 

transformer-based approaches to capture deeper contextual and semantic nuances in product descriptions. 
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