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 Modeling and identification of non-linear systems have gained lots of 

attentions especially in industrial processes. Most of the actual systems have 

non-linear behavior and the first and simplest solution in modeling such 

systems is to linearize them which in most cases the result of linearization is 

not satisfactory. In this paper, modeling of non-linear systems is investigated 

using Volterra series model based on Legendre orthogonal function. 

Expansion of Volterra series kernels by Legendre orthogonal functions 

causes a reduction in the number of model parameters; hence, complexity of 

calculations would be decreased. Besides, if the free parameter is selected 

properly in these orthogonal functions, error is reduced and convergence 

speed of parameters is increased which leads to an increase in identification 

accuracy. In this paper, identification of non-linear system is presented with 

Volterra series expanded by Legendre function and PSO algorithm is used to 

calculate the optimum free parameters of Legendre function. Finally, in order 

to validate the efficacy and accuracy, the proposed algorithm is implemented 

on a non-linear system i.e. heat exchanger with actual data. 

Keyword: 

Heat exchanger system 

Identification of non-linear 

system 

Legendre orthogonal function 

Optimization 

Volterra series 

Copyright © 2017 Institute of Advanced Engineering and Science.  

All rights reserved. 

Corresponding Author: 

Mahmood Ghanbari,  

Department of Electrical Engineering,  

Aliabad Katoul Branch, Islamic Azad University,  

Aliabad Katoul, Iran. 

Email: ghanbari@aliabadiau.ac.ir 

 

 

1. INTRODUCTION 

In all branches of science, modeling and identification is used to identify and analyze what is 

happening in reality. In the last four decades, modeling of non-linear systems is turned into an active research 

subject because of the necessity of producing accurate models in different sciences [1]. In theory of non-

linear systems, the term "non-linear" is the definition of a class of systems in which linear approximation is 

not sufficient then more efficient and effective non-linear model is necessary for the system [1]. There are 

appropriate and efficient methods accessible for modeling and identifying the linear systems, but there are a 

few methods for identification and modeling of non-linear systems and researches are still under study about 

these issues [2]. Some of these methods for non-linear systems are Non-linear Least Squares method, Wiener 

series, Wavelets, Neural networks, Fuzzy Logic, Genetic Algorithm, Kautz method, Non-linear Time Series 

Analysis method, Multiple Scales method, KBM method, Homotopy Analysis method and Harmonic 

Balance method. However, these methods cover a limited part of non-linear systems [2-3]. One of the most 

comprehensive methods in modeling the non-linear systems is the Volterra series. Volterra series is a 

powerful mathematical analyzing tool in modeling and identification of non-linear systems [4]. Since the 

modeling by Volterra series does not referred to the hidden state variables of the system, it is able to identify 

the dynamic behavior of the system without measuring the state variables [5]. This series is the result of the 
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works of an Italian mathematician named Vito Volterra in the last 19th century [7, 8]. There are lots of books 

and articles in literatures dealing with the identification of systems using Volterra series model in which they 

try to identify a certain system or present a different method to calculate the kernels of this series. Some of 

the applications of this model is in modeling of respiratory response, renal auto-regulation and neural 

plasticity [4]. There are literatures in these issues like [9] in which different kinds of Volterra series to 

identify non-linear system are investigated. In [2], the application of Volterra series in identification and 

modeling the synchronous generator is presented. The identification accuracy of the non-linear system based 

on Volterra series in frequency domain is investigated in [10]. A non-linear analytic and numerical study of 

integral-differential equation for Volterra series is discussed in [11] while [12] presents the selection of 

general orthogonal bases for second-order Volterra filter. 

In this paper, section 2 presents Volterra series and in section 3, the ways of calculating the kernels 

or factors of Volterra series are illustrated. Section 3-1 discusses the orthogonal function and section 3-2 

expresses the expansion of kernels with orthogonal functions. Heat exchanger system is described in section 

4 and the results of the simulation are provided in section 5. 

 

 

2. VOLTERRA SERIES 

Volterra series is one of the methods for identification of non-linear systems as a black-box. The 

main advantage of this series is its generality which too many numbers of non-linear systems can be modeled 

by that [13]. Volterra series provides a model for behavior of a non-linear system like Taylor series, but there 

is a difference between these two series. The resulted model by Taylor series is extremely depended on the 

input in a certain time while in the Volterra series the output of non-linear system is depended on the input in 

all instants of time [6]. Convolution integral is used for modeling a linear system between input and output, 

while Volterra series is used to identify and model the non-linear system which is a generalization to the 

convolution integral [2]. 

Model response is equal to [14]: 
 

...3210  yyyyy                    (1) 

 

Nomenclature 

Constant 

:y  Output 

:u  input 

:N  Set of natural numbers 

:  Orthogonal function 

:l  Laguerre orthogonal function 

:P  Legendre polynomial 

Variables 

:M  memory of the system 

:L  degree of system 

:a  Pole orthogonal function 

:p  Expansion of orthogonal functions 

:h  Kernel of Volterra 

:n  Sample 

:t  time (sec) 

:,  Coefficient 

:e  error 

:U  Data Matrix 

:  Parameter vector 

Indices 

:,, jik  Degree 

 

where y0 is a constant value (for example the average of the signal) and the first term is  

calculated by: 
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And high order terms are calculated by the following equations: 
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Now, the Volterra series equation is changed into equation (5) by substituting yis in equation (1): 
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hn is rank n kernel of Volterra. In fact, h1(t) shows impulse function of linear system and h1(t) is 

impulse function of a one-dimensional non-linear system. In practice, some limitations have to be considered 

such as too many number of unknowns, limited number of input and output data and the fact that regression 

matrix is not proper. These deficiencies cause the indefinite series of equation (5) to change into a limited 

series of equation (6) which means limited degree and memory: 
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M is memory of the system and L is degree of system. Proper selection of these parameters is very 

effective in speed and accuracy of the identification. In equation (6) there is always 
)1(0  M

 and 

number of parameters is equal to [15]: 
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In order to model the system based on Volterra series, kernels have to fulfill the following  

features [16]: 

For a causal model: 
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For a stable model: 
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Where gn is the n-dimensional continuous impulse response and Hn  n-dimensional discrete impulse 

response. Detailed information about Volterra series and its characteristics is given in [14]. 
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3. CALCULATING THE KERNELS OF VOLTERRA SERIES  

One of the problems of system identification with Volterra series is the estimation of kernels by a 

pair of input and output which have noise. Calculation of Volterra series factors (kernels) is the main issue in 

solving the equation and identifying the systems using this series. There are many methods for this purpose 

such as recursive algorithm [14], Gaussian input method [14], Gradient-based search [17], cross-correlation 

method [18], method of Hilbert space reproducing kernel [19], and etc. In addition, by expansion of Volterra 

series with some orthogonal functions, it is possible to reduce the number of parameters and better 

approximation of them. The main importance of such method is that if we rewrite kernels of Volterra series 

as an expansion of orthogonal function, series is changed into a linear regression equation which has lower 

number of parameters with respect to the main series [15]. The main reason for using kernel expansion by 

orthogonal functions in modeling and identification of the system is to provide a simpler model. Combination 

of data and knowledge about dynamics of the system by identification processes is very important in using a 

model with orthogonal functions. By doing this, number of parameters that has to be evaluated are reduced 

and consequently their evaluation error is decreased which then it increases the accuracy of the model. 

Another advantage of this procedure is that if orthogonal functions are chosen correctly, they can increase the 

convergence speed in identification related subjects [20]. Number of kernels is considered symmetrically for 

reducing the number of parameters: 
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3.1. Orthogonal Functions  

Set Nnn }{  is orthogonal in range [a, b] if: 
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Besides, set {Φn}n=0  is orthogonal to weighing function w(x) in [a, b] if: 
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One of the orthogonal function which is widely used in literatures is the Laguerre orthogonal 

function that is expressed in the Laplace domain [21-24]: 
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Legendre polynomial is calculated in the continuous time domain with the following  

equation [21-24]: 
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Legendre polynomial is true in orthogonal condition of equation (12) with respect to weighing 

function e
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Legendre orthogonal functions operate better in approximation of systems with one dominant pole 

or time constant especially in high frequencies comparing to Laguerre orthogonal functions [22]. 

Legendre functions have an adjustment parameter named pole that correct and optimal selection of 

this pole would lead to quicker convergence and increases the accuracy of the system. There are lots of 

methods for calculating the optimum pole of orthogonal functions such as minimizing the cost function [25], 

Gram-Schmidt orthogonalization method [26], employing cost function gradient [27]. In this paper, PSO 

algorithm is used for optimal pole determination by minimizing the criterion function of error squares sum of 

equation (16). 
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where )(ny  is the actual output and )(ˆ ny  the estimated output at instant n. 

 

3.2. Expansion of Kernels with Orthogonal Functions  

Now, if the kernels in equation (6) are considered as an expansion of orthogonal functions according 

to equation (17) and rewrite them, equation (18) is resulted for second-order Volterra [20, 15]: 

 

 





 

 









n

j

ji

p

i

p

i
iinn

p

i
i

p

i
iii

p

i
ii

mmmh

mmmmh

mmh

j

n

n

11 1
....1

1
2

1
1212

1
111

)(...),.....,(

...

)()(),(

)()(

1

1

1

2

2

121

1

11







               (17) 
 

 
  


p

i

p

i

p

i
iiiiii nSnSnSYnY

1 1 1
0

1 1 2

212111
)()()()(ˆ                 (18) 







1

0
11

1

)()()(
M

m
kk mnumnS                   (19) 

 

Where the factors are considered symmetrical (
1221 iiii   ), and )(ni  is the value of ith 

orthogonal functions in point n. 

Volterra series is linear toward its factors which this characteristic leads to formulation and 

calculation of its factors by regression. According to the before-mentioned discussion, equation (18) can be 

written as a linear regression: 
 

eUy                      (20) 

 

Where y  is outputs vector,   factors vector, and e  noise or error of the model and U  known 

matrix of S values. 

One method to solve the linear regression equations is least square method that on the basis of it, the 

best parameters which minimize the error are calculated by equation (21) [15]: 
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In some certain conditions, least squares method is not effective to solve the linear regression due to 

improper condition of data matrix in equation (21). There are some reasons for this: 

1. Input is not exciting enough and not able to excite all the modes of the system 
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2. The considered rank of model is more than actual rank of system 

3. System is identified in closed-loop operation. 

For compensating this problem in least square method, inversing U
T
U is not allowed and 

alternatively other techniques are employed. In this paper SVD is chosen for this purpose. Besides, equation 

(22) is a criterion for feasibility assessment of model under the name of residual of normalized output error 

[28]: 
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where )(n  is the error between actual and estimated output, )(ny  value of actual output at instant n. If 

identification is performed successfully, this residual has to be contained of noise energy added to the data. 

 

 

4. HEAT EXCHANGER SYSTEM  

Case study of this research is a non-linear heat exchanger system. Heat exchangers are used 

increasingly in most of the industrial processes as an important part of heat and energy regeneration systems 

such as crude oil preheating, natural gas processing, power plants, refrigeration, exothermic and endothermic 

reactions and etc. There are different kinds of heat exchangers such as Shell and tube heat exchanger, plate 

heat exchanger, regenerative heat exchanger and etc. The under study heat exchanger is one of the most 

applicable heat exchangers which is used in oil refineries and chemical processes [29]. As shown in Figure 1, 

water is heated by pressurized and saturated steam with a copper tube. In the mentioned system, input 

variables are the value of fluid flow, temperature of steam and input fluid while output variable is the 

temperature of output fluid. In order to identify the under study system, input and output data are needed 

which are measured by a research center in real condition [30]. According to this data, which is composed of 

4000 samples of input and output with sampling time of 1, identification is performed. It is clarified that 

input is the value of fluid flow and output is the temperature of output fluid and in the process of data 

measurement, temperature of steam and input fluid are considered constant and nominal. Figure 1 shows the 

heat exchanger of saturated fluid steam. 

 

 

 
 

Figure 1. Heat Exchanger of Saturated Fluid Steam 

 

 

5. SIMULATION 

As mentioned in section 3-1, at first, values of L (degree of system), p (number of sentence of 

orthogonal functions) M (memory of system) and a (pole of orthogonal function) where by them square sum 

of errors is calculated from equation (16). In this paper, PSO algorithm is used to calculate the free 

parameters of the system in which the range of free parameters is considered 

40010,50,141  Map
 for L=3. If the resulted error is not fulfilling, degree of model has 

to be increased. Input and output data of system are categorized into two groups: one for learning which the 

model is extracted from it and the second one for experimenting the model. Optimum value of free 

parameters based on the expansion by orthogonal Laguerre function and orthogonal Legendre function are 

given in Table 1 for 2500 learning and 500 sampling data. 
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Table 1. Optimum Value of Free Parameters Based on the Expansion by Different  

Laguerre and Legendre Functions for L=3 
Orthogonal Function The optimal values with PSO algorithm 

Laguerre a=1 P=10 M=200 

Legendre a=0.24 P=8 M=200 

 

 

Now, feasibility of the model is tested using the sampling data. Output value of the model and actual 

output of the system would be like Figure 2 by putting optimum value of Table 1 in Volterra series of 

equation (18). Figure 3 shows the error of identified model output and actual system. 

Table 2 presents numerical value of normalized output error according to equation (22) and sum of 

error squares according to equation (16) in order to perform a numerical comparison for results of identified 

heat exchanger system using the expansion by orthogonal Laguerre and Legendre functions. 

 

 

Table 2. Numerical comparison using the expansion  

by orthogonal Laguerre and Legendre functions 
Orthogonal Function residual of normalized output error (dB) Sum of squared errors 

Laguerre -124.6064 17.8522 
Legendre 127.6456 13.1708 

 

 

As shown, the proposed method which is the expansion of the Volterra series model by Legendre 

orthogonal function has lower prediction and sum of squares error comparing to the conventional methods 

with Laguerre orthogonal function. Besides, as shown in Table 1 for expansion with Legendre orthogonal 

function, with less number of orthogonal function sentences (that shows the simplicity of the model) better 

solution is acquired comparing to the Laguerre orthogonal function. This validates the superiority of the 

proposed method with respect to the conventional method. 

 

 

  
 

Figure 2. Output of the Identified Model And Actual 

Output for Optimum Values of Table 1 

 

 

Figure 3. The Error of Identified Model Output and 

Actual Output 

 

 

6. CONCLUSION 
In this paper, it was tried to build a powerful and comprehensive model to identify non-linear 

systems based on Volterra series and Legendre orthogonal function. Kernels of Volterra series were rewritten 

as an expansion of orthogonal functions to decrease the complexity and increase the identification accuracy. 

Optimum value for pole of orthogonal functions, expansion number of orthogonal functions and also the 

memory of the system were calculated by PSO algorithm. Considering the features of Legendre orthogonal 

function, identification was performed using this function and the results were compared to the conventional 

Laguerre function and it was observed that identification with expanded Volterra series by Legendre function 

has less error and more accuracy with less number of orthogonal function sentences. Besides, in order to 

improve the result of identification, there are recommendations such as using other orthogonal functions, 
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using different optimization methods to better tune the parameter of the orthogonal functions that will be 

performed in the future researches. 
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