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 Internet of things (IoT) has evolved into a large-scale network due to the 

increasing number of connected devices and massive amount of data they 

generate. IoT networks produce massive amounts of heterogeneous data 

from various devices, making it difficult to identify relevant features for 

intrusion detection. Hence, this research proposes the contraction control 

factor-based gorilla troop optimizer (CCF-GTO) for feature selection and 

multiple parametric exponential linear units based long short-term memory 

(MPELU-LSTM) approach for classification of intrusion detection system 

(IDS) in IoT. CCF-GTO. It uses adjustable parameters to prioritize relevant 

information while eliminating unnecessary features, making the model more 

efficient and resulting in better classification accuracy. The experimental 

results demonstrate that the MPELU-LSTM approach achieves better 

accuracy of 99.56% on the UNSW-NB15 dataset as compared to the earlier 

approaches like convolutional neural network with LSTM (CNN-LSTM) 

and optimized deep residual convolutional neural networks (DCRNN). 

These findings suggest that the MPELU-LSTM method significantly 

enhances the accuracy and robustness of IDS in IoT environments by 

addressing issues like the identification of relevant features and feature 

redundancy, contributing to more effective and secure systems. This 

research has valuable implications for enhancing the security bearing of IoT 

infrastructure. 
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1. INTRODUCTION 

Internet of things (IoT) integrates various embedded computing devices within the physical 

environment, enabling seamless connectivity between devices, services, and systems. This seamless 

connectivity has become an integral part of daily life, supporting a broad range of applications and improving 

overall efficiency [1], [2]. IoT networks continuously include a greater amount of heterogeneous devices with 

individual communication protocols and data standards. With the fast growth of the Internet, network 

intrusion activities happen continuously, and conventional security approaches are typically focused on cloud 

services [3]. These centralized security measures are complex to meet the fast-developing requirements of 

network attacks and intrusions. Ensuring that security and privacy remain significant challenges for IoT 

https://creativecommons.org/licenses/by-sa/4.0/
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devices due to their limited computational resources, making conventional security mechanisms 

inappropriate for these systems [4]. This makes them vulnerable to a broad range of cyberattacks such as 

denial of service (DoS), distributed DoS (DDoS), and spoofing [5]. To identify these malicious attacks, a 

network intrusion detection system (NIDS) is important to control the operations of the IoT networks. NIDS has 

been designed to detect the advanced networks, comprised of IoT networks. Through examining the hints of 

network intrusions, NIDS has detected the attacks and raised the alarms in real-time [6], [7]. Conventional 

NIDS approaches have difficulty in managing the complexity and diversity of the IoT network traffic, designing 

it complex to determine abnormal activities, particularly in IoT devices. Moreover, the conventional approaches 

suffer from drawbacks such as maximum false alarm rate and minimum detection rate [8]. Various researchers 

have cooperated on the development of intrusion detection systems (IDS), leveraging the power of artificial 

intelligence (AI) approaches [9], [10]. Machine learning (ML) is a kind of interdisciplinary cross-functional area 

that emulates human intelligence. However, the absence of redundant features hampers machine-learning 

approaches in effectively detecting and addressing novel attacks in the current IoT network [11]–[13].  

The NIDS was developed utilizing deep learning (DL) approaches, benchmark datasets are preferred 

to maximize the detection of intrusions. DL-based NIDS are typically trained by utilizing the recent datasets 

developed for intrusion detection. The effectiveness of NIDS using DL approaches often improves as the 

number of features in the dataset enhances. Furthermore, DL methods minimize the size of the feature vector 

into an ideal number of essential features [14], [15]. IDS have been broadly utilized in various studies 

because of their complexity in protecting computer networks from cyber threats. This research summarizes 

DL approaches used in the existing works for the design of IDS. Altunay and Albayrak [16] developed the 

three various DL approaches convolutional neural network (CNN), long short-term memory (LSTM), and the 

hybrid method of CNN+LSTM for the IDS in industrial IoT networks. In the pre-processing step, the missing 

values were solved and the min-max normalization step was performed to enhance the classification 

performance. The min-max normalization technique had the benefit of accompanying all data connections 

efficiently. However, the lack of an effective feature selection process to identify key attack features led to 

poor classification performance. Hnamte et al. [17] introduced the two-stage DL approach through the hybrid 

method of LSTM and autoencoder (AE) for the detection of IDS. The data from the LSTM-AE approach had 

been filtered with respect to solving the over-fitting and under-fitting problems. The LSTM-AE approach 

effectively balanced the dimensionality reduction and the feature retention in the highly balanced datasets. 

Furthermore, the LSTM-AE approach is effective in identifying significant anomalies in network traffic, 

which can be indicative of future cyber-attacks. However, the selection of important network attack features 

from the raw data is important to attain better results. 

Kumar et al. [18] presented the deep residual convolutional neural network (DCRNN) for security 

enhancement in IDS, which was fine-tuned through an improved gazelle optimization algorithm (IGOA). A 

novel binary GOA (NBGOA) was used for the feature selection procedure to remove redundant features from 

data utilized in the hindrance classification procedures. However, NBGOA was complex with feature 

retention in imbalanced datasets, negatively impacting the IDS accuracy and generalization. Wang et al. [19] 

developed the ResNet, transformer, and bidirectional LSTM (BiLSTM) approach for the IDS, which took out 

both spatial and temporal features of the network traffic. The spatial feature extraction approach was 

established through ResNet and the temporal feature extraction approach was established through BiLSTM to 

extract the features. Eventually, spatiotemporal features were involved to attain the attack detection and 

classification. However, identifying appropriate cleaning and preprocessing methods for the prevailing 

network traffic data is crucial for effectively training and testing the classifier on actual network traffic. 

Halbouni et al. [20] introduced the stacked CNN and LSTM approaches based on batch normalization (BN) 

and dropout layers for the IDS. The CNN could extract the spatial features and LSTM extracted the temporal 

features to design the hybrid IDS approach. The CNN and LSTM effectively solved the overfitting through 

the minimization of some trainable parameters and to enhance the generalization. However, the stacked CNN 

and LSTM approach with BN led to minimizing the interpretability in IDS applications. From this overview, 

various limitations have been identified: the lack of a feature selection process, challenges with feature 

retention in imbalanced datasets, and minimized interpretability. However, IoT networks produce massive 

amounts of heterogeneous data from various devices, making it difficult to identify relevant features for 

intrusion detection. To overcome this problem, this research proposes the contraction control factor-based 

gorilla troop optimizer (CCF-GTO) for feature selection and multiple parametric exponential linear unit 

(MPELU) based LSTM (-) approach for the classification of IDS in IoT. To overcome these problems, this 

research proposes the CCF-GTO for selecting relevant features, along with the MPELU-LSTM for 

classifying IDS. MPELU enables LSTM to adaptively learn more effectively over long sequences, which is 

important for detecting distinctive patterns in time-series data within IDS. The primary highlights of this 

research are as trails: i) A robust pre-processing step is performed by integrating the data cleaning and 

solving missing values. Then, the min-max normalization is performed to ensure uniform feature 
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contribution. These techniques enhance the dataset quality, reliability, and classifier effectiveness; ii) The 

CCF is proposed into the GTO approach for effectively determining the appropriate features while removing 

redundancies. This optimization approach enhances the classification accuracy; and iii) The MPELU-LSTM 

approach integrates the sequence learning capabilities of LSTM with the non-linear flexibility of the MPELU 

activation function for the classification of network attacks. This integration enhances intrusion detection 

effectiveness for both short and long-term sequences, reaching superior detection rates (DR). 

This research is organized as follows: section 2 outlines the proposed methodology. Section 3 

presents the feature selection using CCF-GTO. Section 4 demonstrates the results and discussion. Section 5 

concludes an overall research.  
 

 

2. PROPOSED METHODOLOGY 

This research proposes the effective CCF-GTO for selecting the relevant features and MPELU-

LSTM for the classification of IDS in IoT systems. This research includes four significant phases: data 

collection, pre-processing, feature selection, and classification. LSTM can recognize patterns and correlations 

in the time-series data of network traffic or device behavior. Through learning these patterns, the LSTM has 

distinguished between normal and various types of attacks. Figure 1 determines the working of the proposed 

method.  
 

 

 
 

Figure 1. Working on the proposed method 
 

 

2.1.  Data collection 

The primary focus of this research is data collection, which is considered to estimate the 

effectiveness of the proposed method. The importance of the proposed method in this research is identified 

using the two benchmark datasets such as UNSW-NB15 [21] and CIC-IDS-2017 [22]. The detailed 

description of these datasets is described as follows. 
 

2.1.1. UNSW-NB15 

This dataset involves records of benign traffic along with nine types of attacks, including analysis, 

DoS, backdoor, and fuzzes. It was produced through the Australian Centre for Cyber Security (ACCS) in 

2015. The records are acquired from various real-world websites, involving Symantec Corporation, common 

vulnerabilities and exposures (CVE), and Microsoft Corporation. Table 1 represents the number of samples 

of the UNSW-NB15 dataset. 
 

 

Table 1. Number of samples of the UNSW-NB15 dataset 
Attacks Number of samples 

Benign 56,000 

Generic 40,000 
Worms 130 

DoS 12,264 

Analysis 2,000 
Exploits 33,393 

Backdoor 1,746 

Reconnaissance 10,491 

Fuzzers 18,184 

Shellcode 1,133 
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2.1.2. CIC-IDS-2017 

The CIC-IDS-2017 dataset is envisioned to solve the lack of a real-time network traffic dataset for 

the estimation of IDS. This dataset comprises of most present and appropriate data for testing the security 

systems. This dataset involves 2,830,000 samples, of which, 19.70% are attacks and the remaining 80.30% 

are benign. There are 14 various assault types and 1 normal class. The 84 features are recovered from a 

developed network traffic and the final column of the dataset involves the multiclass label. Table 2 represents 

the number of samples of the CIC-IDS-2017 dataset.  
 

 

Table 2. Number of samples of CIC-IDS-2017 
Attacks Number of samples 

Benign 2,260,360 

Bot 1,943 
DDoS 127,082 

DoS GoldenEye 10,289 

DoS Hulk 229,198 
FTP-Parator  7,894 

DoS slow loris 5,771 

Dos Slowhttptest 5,485 
Infiltration 34 

Heartbleed 11 

PortScan 157,703 
SSH-Parator 5,861 

Web Attack-XSS 648 

Web Attack-Brute Force 1,497 
Web Attack-SQL Injection 21 

 

 

2.2.  Pre-processing 

The input from the UNSW-NB15 and CIC-IDS-2017 datasets is provided for the pre-processing 

step. Here, data cleaning and min-max normalization are performed to enhance the classification 

performance. The detailed information of these techniques is described in the following. 
 

2.2.1. Data cleaning 

Data cleaning is the procedure of determining or eliminating errors, irregularities, and discrepancies 

in data before it is utilized for modeling. It is an important step in data preprocessing, particularly for DL 

applications. The collected datasets contain the number of missing values in a few feature columns. In this 

phase, all unfilled cells in a feature column are occupied with “0”. Every categorical value is demonstrated as 

a particular numerical value and an alteration procedure is employed. In this phase, the data that contains 

missing values are removed, and then, the min-max normalization is performed. 
 

2.2.2. Min-max normalization 

The min-max normalization technique is performed to support the development of neural networks 

most dependably. This approach has the benefit of performing all data connections effectively. However, the 

feature values are provided in a range between 0 and 1 individually [23]. This approach is expressed in (1). 
 

𝑋𝑛𝑒𝑤 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
 (1) 

 

Where 𝑋𝑛𝑒𝑤 demonstrates the normalized data; 𝑋 illustrates the actual value of the feature; and 𝑋𝑚𝑎𝑥  and 

𝑋𝑚𝑖𝑛𝑖𝑙𝑙𝑢𝑠𝑡𝑟𝑎𝑡𝑒 the feature’s maximum and maximum values. This approach supports making sure that all 

features perform uniformly to the learning process of the model. Then, normalized data are provided for the 

further process. 

 

 

3. FEATURE SELECTION USING CCF-GTO 

After data pre-processing, the appropriate features are selected by utilizing the meta-heuristic 

optimization algorithm. This process supports a classifier to enhance classification performance. GTO 

algorithm is proposed for the feature selection process. The CCF-GTO method enhances the conventional 

GTO by integrating an adaptive mechanism that fine-tunes the balance between exploration and exploitation, 

resulting in improved performance in identifying optimal or near-optimal solutions. GTO is a nature-

encouraged approach that pretends a social behavior of the gorillas. This algorithm is inspired by the natural 

intelligence of the gorillas. GTO comprises two significant phases such as exploration and exploitation. 
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Various operatives compete with optimization operations for the gorilla’s behavior in this approach. During 

the exploration phase, three operations are taken out such as shifting to an unexplored position, shifting 

toward other gorillas, and moving to a familiar location. Following a silverback as well as striving with adult 

females are assumed to enhance search effectiveness [24], [25]. 

Communication among the silverbacks and other gorillas is a significant part of decision-making. 

Hence, to enhance the exploration capability of GTO, this research proposes the CCF strategy to simulate this 

association. To solve the local optimum problem, this research moves a single solution to a position of 

another optimal solution, hence that the local space is effectively explored. The CCF improves the 

exploration and exploitation capabilities of the GTO, allowing it to effectively select the most relevant 

features for IDS, reducing redundancy. Through selecting only the most informative features, CCF-GTO 

minimizes the dimensionality of the dataset, leading to faster training and inference processes. Furthermore, 

randomness is utilized to move the solution to an exploration area that is non-obtained through an approach. 

This strategy approach contains the capability to take away of local optimal solution, hence it obtains the 

most realistic and significant solution. Hence, simulates an arbitrary movement procedure of a gorilla to 

enhance a solution’s quality. 𝑈 pretends the degree of expertise controlled through the gorillas in this phase. 

There are binary types of exploration of unidentified areas. If |𝐶𝐶𝐹| ≥ 0.5, then the behavior of the gorillas 

to explore unidentified areas is simulated effectively based on their perception. In the initialization stage, the 

GTO approach randomly generates the population 𝑋𝑖 from the normalized features and the position of the 

silverback gorilla. 

Another form of exploration involves navigating unfamiliar positions based on the gorillas' 

conversational experiences with one another, aiming to reduce the blind nature of exploration. The parameter 

CCF maintains how the gorillas select among these strategies, significantly extending the gorilla’s 

exploration of unfamiliar areas and enhancing the search space of the algorithm. The gorillas still need to 

connect to ensure consistent experiences and minimize the limitations of this research. The specific update is 

expressed in (2). 
 

𝑈 =
𝐹𝑖−𝑆𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘_𝑆𝑐𝑜𝑟𝑒

𝑀𝑒𝑎𝑛−𝑆𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘 𝑆𝑐𝑜𝑟𝑒
  (2) 

 

Where 𝐹𝑖 demonstrates a fitness (accuracy) value of 𝑖th gorillas; 𝑆𝑖𝑙𝑣𝑒𝑟𝑏𝑎𝑐𝑘_𝑆𝑐𝑜𝑟𝑒 demonstrates the fitness 

value of silverback; and 𝑀𝑒𝑎𝑛 illustrates average fitness value of whole gorillas. When 𝑈 > 1, the update (3) 

and (4). Where 𝑟𝑎𝑛𝑑 demonstrates the random number among 0 and 1; 𝑟𝑎𝑛𝑑(1, 𝑑𝑖𝑚) illustrates the random 

vector by the dimension ranging between 0 and 1 through unchanging distribution; 𝑑𝑖𝑚 illustrates the 

dimensionality issue; 𝑋𝑟𝑙 depicts the arbitrary gorilla individual; and 𝐷 illustrates the arbitrary vector with the 

problem dimension produced in an interval [1 − |𝐶𝐶𝐹|, |𝐶𝐶𝐹|] with the static distribution. An estimation of 

𝐷 is formulated in (5). 
 

𝐺𝑋𝑖 =
[(𝑈𝐵−𝐿𝐵)×(|𝐶𝐶𝐹|−𝑟𝑎𝑛𝑑)×𝑟𝑎𝑛𝑑(1,𝑑𝑖𝑚)]

2
+ 𝐿𝐵, |𝐶𝐶𝐹| ≥ 0.5  (3) 

 

𝐺𝑋𝑖 = (𝑋𝑖 − 𝑋𝑟𝑙) × 𝐷, |𝐶𝐶𝐹| < 0.5  (4) 
 

𝐷 = 𝑢𝑛𝑖𝑓𝑟𝑛𝑑([|𝐶𝐶𝐹|, |𝐶𝐶𝐹|, 1, 𝑑𝑖𝑚])  (5) 
 

Similarly, to enhance the performance of exploration when 𝑈 ≤ 1, the current gorilla individuals are 

fused with randomly selected gorilla individuals. This process increases experimental parameters while 

integrating the influence of the current gorilla individuals. A position update is formulated in (6). 
 

𝐺𝑋𝑖 = 𝑋𝑟2 + (𝑋𝑖 − 𝑋𝑟2) × 𝑈 + [𝑋𝑖/(𝑋𝑖 × 𝑟𝑎𝑛𝑑(1, 𝑑𝑖𝑚))] × (1 − 𝑈)  (6) 
 

This phase significantly moved a solution of the present individual to an arbitrary individual 

solution. A parameter 𝑈 defines a small range of movement, allowing for significant exploration of the local 

space between two solutions to identify the best solution. This improves the capability to explore 

significantly while broadly eliminating blind searches. Then, the selected features are fed into the further 

process. The parameters of the proposed CCF-GTO approach include a population size ranging from 50 to 

100, a number of iterations between 100 and 500, a CCF between 0.1 and 1.0, and an exploration parameter 

that is adjusted according to the CCF value. 

 

3.1.  Classification 

The selected features from the input data are provided as input to the classification process to 

classify the data into two categories normal and attack. The MPELU-LSTM activation function introduces 
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multiple parameters which allows the LSTM network to capture complex non-linear relationships within the 

data more effectively. This capability is important for detecting intricate patterns in network traffic which 

represents possible intrusions. A detailed explanation of the MPELU-LSTM is provided as follows. 

The primary purpose of LSTM is to solve long-term dependency problems. In the conventional 

LSTM approach, there are 4 layers: 2-input, 1 forgot, and 1 output gate. The input gates work combined to 

choose an input that is extended to their state. According to the present cell state, a forget gate identifies 

which past cell states should be discarded. Then, an output gate decides which data will be transmitted by 

these gates. A memory cell unit is designed with input, output, and forgot gates utilized to effectively evoke 

and forget input data. Once an input 𝑥𝑡 is sent through a memory cell unit, data is significantly forgotten as 

well as stored. Once an input is expressed as 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑡−1, 𝑥𝑡) and output is (𝑆1, 𝑆2, … , 𝑆𝑡−1, 𝑆𝑡), the 

gates are expressed in (7).  
 

𝑔(𝑥) = 𝑀𝑃𝐸𝐿𝑈(𝑊𝑥 + 𝑏)  (7) 
 

The initial phase in the LSTM procedure is to send by forgotten gate 𝑓𝑡. Data in a memory unit of an 

earlier cell is identified when sent by this gate if is sent to further progression or rejected. A forgot gate 𝑓𝑡 is 

formulated in (8). 
 

𝑓𝑡 = 𝑀𝑃𝐸𝐿𝑈(𝑊𝑓 . [𝑆𝑡−1, 𝑥𝑡] + 𝑏𝑓)  (8) 
 

Where 𝑊𝑓 denotes the weight matrix of forgot gate and 𝑏𝑓 demonstrates a bias. Another phase is to update 

the data by a constituent input gate 𝑖𝑡 extended to a memory unit. In this procedure, a value to be updated is 

identified through a sigmoid function. Moreover, a probable regeneration vector cell state 𝑐𝑡 is produced in 

𝑡𝑎𝑛ℎ layer. The input 𝑖𝑡 and cell state 𝑐𝑡 is formulated in (9) and (10). 
 

𝑖𝑡 = 𝑀𝑃𝐸𝐿𝑈(𝑊𝑖 . [𝑆𝑡−1, 𝑥𝑡] + 𝑏𝑖)  (9) 
 

𝑐𝑡 = 𝑓𝑡 . 𝑐𝑡−1 + 𝑖𝑡 . 𝑡𝑎𝑛ℎ(𝑊𝑐 . [𝑆𝑡−1, 𝑥𝑡] + 𝑏𝑐)  (10) 
 

Where the value of 𝑖𝑡 as the vector is acquired from [0,1]; 𝑊𝑖, [𝑆𝑡−1, 𝑥𝑡] and 𝑏𝑖 as learned parameters are 

utilized in input gates; 𝑊𝑐 demonstrates the cell state matrix weight; and 𝑏𝑐 demonstrates bias. In this 

procedure, the update of the cell state 𝑐𝑡 is restructured after determining which portions of the data are 

retained and which are discarded. An output gate in this procedure will identify recent update data in a cell, 

then it will be handled as LSTM output. An output gate 𝑜𝑡 is estimated in the final phase of the LSTM 

procedure through a sigmoid function by remote weight matrix output gate represented through 𝑊𝑜 and 

[𝑆𝑡−1, 𝑥𝑡] and 𝑏𝑜 denoting a bias. In this procedure, an output 𝑆𝑡 is acquired from multiplied 𝑜𝑡 and 𝑡𝑎𝑛ℎ 

output 𝑐𝑡 is consequential with output 𝑆𝑡 is formulated in (11) and (12). 
 

𝑜𝑡 = 𝑀𝑃𝐸𝐿𝑈(𝑊0. [𝑆𝑡−1, 𝑥𝑡] + 𝑏𝑜)  (11) 
 

𝑆𝑡 = 𝑜𝑡 . 𝑡𝑎𝑛ℎ(𝑐𝑡)  (12) 
 

MPELU is an activation function that proposes to simplify and unify a rectified linear unit (ReLU) 

and ELU. The significant aim is to better classification effectiveness. MPELU is capable of flexibly changing 

among the ReLU and ELU, making 𝛼 hyperparameter learnable to further enhance its realistic capability and 

tune the function shape. MPELU is formulated in (13). 
 

𝑀𝑃𝐸𝐿𝑈(𝑥) = 𝜆 {
𝑥 𝑥 > 0

𝛼(𝑒𝛽𝑥 − 1) 𝑥 ≤ 0
  (13) 

 

Where 𝛽 > 0. MPELU allows the LSTM to adapt to various types of data, enabling it to capture complex, 

non-linear patterns more effectively. MPELU integrates the benefits of parametric activation functions with 

the advantages of exponential linear units, providing a flexible and effective activation function. This 

flexibility improves the LSTM capability to learn intricate patterns in the data, leading to the most efficient 

classification. 

 

 

4. RESULTS AND DISCUSSION 

The proposed method is implemented on Python 3.10.12 software tools and system specification 

with Windows 10 64-bit OS, Intel core i5 processor, and 16 GB RAM. The proposed IDS classification 
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approach utilizes various performance metrics to validate the system's effectiveness. Performance metrics 

like accuracy, precision, recall, F1-score, and detection rate are utilized for estimating the proposed method. 

The mathematical expression for every metric is described as the following (14) to (17). Where 𝑇𝑃 denotes 

the true positive, 𝑇𝑁 signifies the true negative, 𝐹𝑃 is the false positive, 𝐹𝑁 refers to the false negative. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (14) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (15) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (16) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
  (17) 

 

4.1.  Performance analysis 

The importance of the proposed method is estimated using various performance metrics based on 

UNSW-NB15 and CIC-IDS-2017 datasets. Table 3 demonstrates the analysis of the feature selection 

approaches. The existing optimization-based feature selection approaches like Golden Jackal optimization 

(GJO), Honey Badger optimization (HBO), whale optimization algorithm (WOA), and GTO are compared 

and estimated with the CCF-GTO approach. CCF-GTO employs randomness to move solutions into 

unexplored regions, helping to prevent premature convergence and ensuring a more thorough exploration of 

the search space. This flexibility enables the CCF-GTO to adapt to various optimization problems, making it 

appropriate for complex and dynamic feature selection scenarios. In the UNSW-NB15 dataset, the proposed 

CCF-GTO approach attains a better accuracy of 99.56% and DR of 99.45%. In the CIC-IDS-2017 dataset, 

the proposed CCF-GTO approach reaches a better accuracy of 99.94% and DR of 99.80% respectively. 
 
 

Table 3. Analysis of feature selection approaches 
Dataset Method Accuracy (%) Precision (%) Recall (%) F1-score (%) DR (%) 

UNSW-NB15 GJO 91.20 85.34 85.09 86.92 87.29 
HBO 93.12 87.11 87.62 88.29 91.29 

WOA 95.48 89.29 90.87 90.82 93.02 

GTO 97.39 91.70 93.12 92.12 95.63 
CCF-GTO 99.56 93.29 95.20 94.25 99.45 

CIC-IDS-2017 GJO 92.45 87.65 86.78 89.30 91.32 

HBO 94.21 89.98 88.38 91.33 94.21 
WOA 96.29 90.12 92.09 93.42 95.64 

GTO 98.33 92.38 94.36 95.67 97.87 

CCF-GTO 99.94 99.69 99.71 99.70 99.80 

 

 

Table 4 demonstrates the analysis of the different classifiers. The existing classifiers like CNN, 

gated recurrent unit (GRU), recurrent neural network (RNN), and LSTM are compared and estimated with 

the MPELU-LSTM approach. MPELU integrates the advantages of ReLU and ELU functions, providing a 

more flexible activation function. This flexibility enhances the LSTM's capability to model intricate 

dependencies, which is crucial for detecting patterns in IDS. In the UNSW-NB15 dataset, the proposed 

MPELU-LSTM approach attains a better accuracy of 99.56%, precision of 93.29%, recall of 95.20%, F1-

score of 94.25%, and DR of 99.45%. In the CIC-IDS-2017 dataset, the proposed MPELU-LSTM approach 

attains a better accuracy of 99.94%, precision of 99.69%, recall of 99.71%, F1-score of 99.70%, and DR of 

99.80% respectively. 
 

 

Table 4. Analysis of different classifiers 
Dataset Method Accuracy (%) Precision (%) Recall (%) F1-score (%) DR (%) 

UNSW-NB15 CNN 92.44 88.01 88.23 87.45 92.34 

GRU 95.63 90.22 90.76 90.39 94.56 

RNN 96.49 91.32 92.18 92.45 96.32 
LSTM 98.45 92.23 94.22 93.56 97.54 

MPELU-LSTM 99.56 93.29 95.20 94.25 99.45 

CIC-IDS-2017 CNN 93.56 91.32 91.30 91.29 94.29 
GRU 95.35 93.12 92.32 93.24 95.26 

RNN 97.34 95.38 94.20 94.32 96.22 

LSTM 98.45 97.39 95.33 96.47 98.76 
MPELU-LSTM 99.94 99.69 99.71 99.70 99.80 
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Table 5 demonstrates the performance analysis of LSTM with different activation functions. The 

LSTM is compared and estimated with the different activation functions like ELU, ReLU, Parametric ReLU 

(PReLU), Leaky ReLU (LReLU), and MPELU. Through adjusting these parameters, MPELU captures a 

broad range of non-linear relationships in the data, allowing it to model the subtle patterns that other 

activation functions often miss. This adaptability enables the MPELU with LSTM to attain better results in 

determining the underlying patterns in the data.  

 

 

Table 5. Analysis of LSTM with different activation functions 
Dataset Method Accuracy (%) Precision (%) Recall (%) F1-score (%) DR (%) 

UNSW-NB15 ELU-LSTM 93.12 89.90 90.12 90.32 91.47 

ReLU-LSTM 95.43 90.32 91.78 91.82 94.23 

PReLU-LSTM 97.39 91.31 93.21 92.16 95.23 
LReLU-LSTM 96.19 92.91 94.23 93.23 97.65 

MPELU-LSTM 99.56 93.29 95.20 94.25 99.45 

CIC-IDS-2017 ELU-LSTM 93.58 93.76 94.37 92.12 94.32 
ReLU-LSTM 95.29 94.21 95.29 94.22 95.43 

PReLU-LSTM 96.42 97.53 97.46 95.29 96.54 

LReLU-LSTM 97.12 98.42 98.32 97.67 98.75 
MPELU-LSTM 99.94 99.69 99.71 99.70 99.80 

 

 

4.2.  Comparative analysis 

In this section, the effectiveness of the proposed MPELU-LSTM approach is compared with the 

existing methods using UNSW-NB15 and CIC-IDS2017 datasets. Table 6 demonstrates the comparative 

analysis of the proposed method. The existing methods such as CNN+LSTM [16], Optimized DRCNN [18], 

Res-TranIDS [19], and CNN-LSTM [20] are compared and estimated with the proposed MPELU-LSTM 

method in terms of various performance metrics. The learnable parameters of MPELU provide flexibility, 

improving the LSTM's capability to identify non-linear relationships in IDS data for enhanced classification 

accuracy. 

 

 

Table 6. Comparative analysis of the proposed method (NA=not applicable) 
Dataset Method Accuracy (%) Precision (%) Recall (%) F1-score (%) DR (%) 

UNSW-NB15 CNN+LSTM [16] NA 92.91 93.10 93.00 NA 

Optimized DRCNN [18] 99.06 NA NA NA 98.99 
CNN-LSTM [20] 93.78 NA NA NA 94.53 

Proposed MPELU-LSTM 99.56 93.29 95.20 94.25 99.45 

CIC-IDS-2017 Res-TranIDS [19] 99.15 NA NA NA NA 
CNN-LSTM [20] 99.64 NA NA NA 99.70 

Proposed MPELU-LSTM 99.94 99.69 99.71 99.70 99.80 

 

 

4.3.  Discussion 

This section discusses the limitations of existing works and explains how the proposed  

MPELU-LSTM approach addresses these limitations, along with its advantages. The limitations of the 

existing works such as lack of performing the feature selection process, challenging with feature retention in 

imbalanced datasets, and minimized interpretability. Hence, this research aims to propose the CCF-GTO for 

selecting the informative features and MPELU-LSTM for the classification of IDS for solving the above-

mentioned limitations from the literature survey. CCF-GTO maintains a better balance between exploration 

and exploitation. This balance is important in feature selection processes to solve local optima problems and 

make sure a comprehensive search for the most relevant features. The adaptive mechanism introduced by the 

CCF improves the convergence rate of the optimization process, avoiding local optima and achieving global 

optimization for feature selection. The MPELU activation function produces supplementary parameters 

learned during the training process, enabling more flexibility in the activation behavior. These parameters 

allow the activation function to adapt its shape based on data distribution, designing it well appropriate for 

capturing complex, non-linear relationships in IDS data. The utilization of the MPELU activation function 

improves the non-linear modeling capability of LSTM, enabling it to better capture patterns in IDS data. This 

flexibility enhances the LSTM’s capability to model complex relationships in IDS data, resulting in better 

classification performance. The proposed MPELU-LSTM approach attains a better DR of 99.45% and 

99.80% on UNSW-NB15 and CIC-IDS-2017 datasets. However, the existing method of optimized DRCNN 

[18] and CNN-LSTM [20] attained the less DR of 98.99% and 94.53% in the UNSW-NB15 dataset, whereas, 
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in the CIC-IDS-2017 dataset, CNN-LSTM [20] attained the less DR of 99.70% respectively. These results 

demonstrate that the proposed CCF-GTO approach attains better results as compared to the existing methods 

by selecting the most relevant features. The CCF-GTO approach ensures that the IDS model is not 

overwhelmed by irrelevant data, leading to enhanced detection rates, accuracy, and overall model 

performance. 

 

 

5. CONCLUSION 

IDS is crucial in the realm of data protection for IoT, playing a vital role in securing user data and 

protecting intellectual devices. Nevertheless, traditional IDS based on statistics and expert systems are 

complex to meet security requirements for rapid network development and the continuous growth of large 

data. Hence, this research proposes the CCF-GTO for selecting the informative features and MPELU-LSTM 

for the classification of IDS. The additional parameters of MPELU provide significant flexibility in 

activation functions, enabling the LSTM to adapt better to various data patterns in IDS, and leading to better 

classification performance. The experimental results illustrate that the proposed MPELU-LSTM method 

attains better accuracies of 99.56% and 99.94% on UNSW-NB15 and CIC-IDS-2017 datasets as compared to 

the existing methods such as optimized DRCNN and CNN-LSTM. The future work involves a hybrid DL 

approach to enhance the overall classification performance for IDS in IoT. 
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